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Abstract: Fluctuating stock prices make it difficult for investors to see investment opportunities. One tool that 

can help investors overcome this is forecasting techniques. Long Short-Term Memory (LSTM) is one of deep 

learning methods used in forecasting time series. The training and success of deep learning is strongly 

influenced by the selection of hyperparameters. This research uses a hybrid method between the Genetic 

Algorithm (GA) and LSTM to find a suitable model for predicting stock prices. GA is used in optimizing the 

architecture such as the number of epochs, window size, and the number of LSTM units in the hidden layer. 

Tuning optimizer is also carried out using several optimizers to achieve the best value. From method that has 

been applied, it shows that the method has a good level of accuracy with MAPE values below 10% in every 

optimizer used. The error rate generated is quite low, in case-1 with a minimum RMSE value of 93.03 and 94.40, 

& in case-2 with an RMSE value of 104.99 and 150.06 during training and testing. A fairly stable and small value 

is generated by setting it using the Adam Optimizer. 

Keywords: time series; forecasting; deep learning; Genetic Algorithm; Long Short-Term Memory 

 

1. Introduction 

Public investment awareness is increasing and investment instruments that are currently quite 

attractive to the public are stocks. It is impossible to know for sure what the future will be like. The 

existence of supply and demand for shares in the capital market makes stock prices fluctuate[1] which 

can make it difficult for investors to see investment opportunities in a company's shares. One tool 

that can help investors overcome this is forecasting techniques [2]. Time series forecasting represents 

many real challenges, such as stock price forecasting, language processing, or weather forecasting 

that directly or indirectly affects human life [3]. 

Time series data that is available in large quantities can be converted into information that will 

be used for forecasting [4]. Forecasting is used to predict what might happen in the future[5]. The 

process of data forecasting can be simplified and accelerated with the help of the latest breakthroughs 

in computer technology. In artificial intelligence, time series data is just one area where machine 

learning has significantly improved. It can be said that deep learning uses artificial neural networks 

because it is a machine learning technique that mimics the neural network architecture of the human 

brain. According to [6] Artificial Neural Networks (ANN) are connectionist agent networks that 

study and transmit information from one artificial neuron to another, taking inspiration from 

biological neurons. According to [7] ANN was found to be a useful model as an information manager 

that has a similar function to the biological nervous system of the human brain that can be applied to 

problem-solving. Deep representation learning, often known as Deep Learning (DL), is the process 

of studying a hierarchy of representations or characteristics as inputs move between neurons. The 

DL approach learns the input to produce higher performance accuracy [8].  

Disclaimer/Publisher’s Note: The statements, opinions, and data contained in all publications are solely those of the individual author(s) and 
contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting 
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The time series data technique is made for nonlinear data because it contains dynamic data and 

data with broad dimensions. The type of deep learning based on nonlinear predictions is a recurrent 

neural network [9]. One of the deep learning that can work for time series is the Recurrent Neural 

Network (RNN), which is designed to work with sequential data [10] [11]. The progress of RNN is 

growing quite rapidly in various fields, but RNN has a weakness in processing time series because, 

[12] performance for prediction will have a negative effect if the sequence size is relevantly long and 

the other is that the RNN gradient will be lost, resulting in long-term memory failure. Hochreiter et 

al. created LSTM as a floating RNN to deal with these weaknesses [13]. Deep learning’s training and 
success are strongly influenced by the selection of hyperparameters. Hyperparameters are the 

variables whose values are manually assigned to the model to assist in learning [14]. Research 

conducted by [15] succeeded in finding hyperparameters through the implementation of a Genetic 

Algorithm - Long Short-Term Memory in finding the best model. GA, a heuristic search and 

optimization technique that imitates the evaluation process [16] Optimization itself is a process of 

solving certain problems in order to be in the most favorable condition [17]. GA is widely used to 

find optimal approximation solutions for optimization problems with large search space. This 

research uses a hybrid method between the Genetic Algorithm and Long Short-Term Memory to find 

a suitable model for predicting stock prices. Genetic Algorithm is used in optimizing the architecture 

such as the number of epochs, window size, and the number of LSTM units in the hidden layer. The 

selection of the right algorithm optimizaters will produce the best value for each parameter model. 

Because optimizer are a way to achieve the best value [18], therefore, an optimization setting will also 

be carried out using several optimizers to get the best value.  

In his research [19], the authors extract historical monthly financial time data from January 1985 

to August 2018 from the Yahoo Finance website. The Nikkei 225 index (N225), the NASDAQ 

composite index (IXIC), the Hang Seng Index (HIS), the S&P 500 commodity prices index (GSPC), 

and the Dow Jones industrial average index are all included in the monthly statistics (DJ). In addition, 

the authors compile monthly economic time series for various periods from the websites of the 

International Monetary Fund (IMF) and the Federal Reserve Bank of St. Louis. Housing for all urban 

consumers, Index 1982-1984=100 for the period January 1967 to July. 2017 (MC), Commodity of 

medical care for all urban consumers, Index 1982-1984=100 for the period January 1967 to July 2017 

(HO), trade-weighted US dollar index expressed in major currencies, Mar Index 1973=100 for the 

period August 1967 to July 2017 (EX), Food and Beverages for all Urban Consumers, Index 1982-

1984=100 for the period January 1967 to July 2017 (FB), M1 Stock Money, billions of rupiah for the 

period January 1959 to July 2017 (MS), and Transportation for All Urban Consumers, Index 1982-

1984=100 for the period January 1947 to July 2017 (TR). The following variables are included in each 

financial time series data set: Open, High, Low, Close, Adjusted Close, and Volume. The only 

component of the financial time series that I include in the ARIMA and LSTM models is the "Adjusted 

Close" variable. In assessing the effectiveness of two techniques for forecasting time series data, 

namely LSTM and ARIMA, these two strategies were used together with a set of financial data, and 

the results showed that LSTM outperformed ARIMA. The LSTM-based algorithm specifically 

improves predictions by 85% on average more than ARIMA.  

[20] using the LSTM-RNN method with historical stock data of AAPL (Apple Inc.), GOOG 

(Google) and TSLA (Tesla, Inc.) with Adam optimization. Regression, Support Vector Machine, 

Random Forest, Feed Forward Neural Network, and Backpropagation are some examples of 

traditional machine learning algorithms that have been used to compare models. The findings show 

that when compared to conventional machine learning methods, the RNN-LSTM model tends to give 

more accurate results.  

[21] uses the Long Short-Term Memory (LSTM) approach to predict the time series Bank BRI 

shares, with the selection of 9 epochs resulting in an RMSE of 227, 470333244533 which is considered 

quite good and visually shows a prediction graph that is almost identical to the original data.  

Research conducted by [22] on the use of two secondary data, namely stock index data and the 

USD to IDR exchange rate to make stock price forecasts in Indonesia using from 09 June 2019 to 06 

June 2019 with the LSTM method which produces testing under LSTM can predict stock prices from 
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2017 to 2019 well, shown through the results of error, so that conclusions can be drawn with accurate 

results, LSTM can estimate stock prices and can overcome long-term dependencies.  

The research conducted by [23] on the implementation of LSTM on stock prices of three 

plantation companies in Indonesia resulted in the best LSTM for SSMS shares was 70, which resulted 

in RMSE 21,328 using hidden neurons and the RMSProp optimizer option. Then, the best LSTM 

model is the stock LSIP, which results in an RMSE score of 33,097 with Adam and hidden neurons 

set to a maximum of 80 in the optimizer. The best model is the SIMP stock, which when used with 

the Adamax optimizer setting and 100 hidden neurons, results in an RMSE score of 8.337. 

Research conducted by [17] on the optimization of artificial neural networks with genetic 

algorithms used to predict credit card approval by applying the neural network obtained an increase 

in results from 85.42% to 87.82%. Then there is a study conducted by [15] in predicting KOSPI stock 

prices by applying the use of Genetic Algorithm - Long Short-Term Memory to produce the best 

LSTM model by setting a window size 10 and compiling 2 hidden layers with nodes of 15 and 7 

respectively, the MSE and MAE were 181.99% and 10.21%, respectively. 

2. Materials and Methods 

In this study, the Genetic Algorithm – Long Short-Term Memory (GA-LSTM) method is applied 

for forecasting the stock price of PT Bank Rakyat Indonesia (Persero) Tbk and PT Bank Mandiri 

(Persero) Tbk. The data collected and used in this study is the stock price dataset of Bank BRI [24] 

and Bank Mandiri [25] which was taken on February 3, 2022 in the form of CSV (Comma Separated 

Values) format obtained from the website www.finance.yahoo.com. The data used is close price as 

much as 2,487 price data which is converted into a format that can be used python using the Pandas 

module.  

It is then checked whether there is missing or incomplete data, so that the missing data does not 

affect the overall data processing. Then, it is necessary to transform the data and normalize the data 

before using it. The data transformation is carried out to make the data stationary where the data to 

be used does not have a tendency to a certain trend. For the normalization in this study, we use the 

implementation of the transformation object from the -learn class scikit. Furthermore, the data is 

divided into training and the remaining 20% data for testing data. This study uses an LSTM design 

with 3 neural and a Dropout module for each layer, uses a loss function mean squared error and uses 

several optimizers with the TensorFlow library. 

LSTM has four components, namely input gate, forget gate, cell state, and output gate [26]. Input 

gate has two functions; to receive new information: 𝑟𝑡 and dt .rt prearranging hidden vectors ℎ𝑡−1 

with  new information 𝑥𝑡. That is, [ℎ𝑡−1, 𝑥𝑡], then multiplied by the weight matrix 𝑊𝑟, after that plus 

the noise vector 𝑏𝑟 . 𝐷𝑡 does the same. Then multiply 𝑟𝑡 and 𝑑𝑡 by element -wise to get the cell state 𝑐𝑡. 𝑟𝑡 = 𝜎(𝑊𝑟 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑟) (1) 𝑑𝑡 = 𝑡𝑎𝑛ℎ (𝑊𝑑. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑑) (2) 

Forget gate f t looks like that similar to rt in input gate. This gate controls the limit until the value 

is stored in memory. 𝑓𝑡 = 𝜎(𝑊𝑓. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (3) 

Cell state is used for multiplication calculation based on the element between the previous cell 

state 𝐶𝑡−1 , and forget gate ft then added the result of input gate rt and dt.  𝐶𝑡 = 𝑓𝑡 . 𝐶𝑡−1 + 𝑟𝑡 . 𝑑𝑡 (4) 

Here, 𝑜𝑡 is output gate in time 𝑡, and 𝑊𝑜  and 𝑏𝑜 is  weights line and bias for gate output . 𝐻𝑡 

is hidden layer will go to in the next step, or up to output as applying 𝑦𝑡 obtained by tanh to ℎ𝑡 .Note 

that the output 𝑜𝑡is not the output of 𝑦𝑡 , but the gate the used to control the output. 
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𝑜𝑡 = 𝜎(𝑊𝑜. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (5) 

ℎ𝑡 = 𝑜𝑡𝑡𝑎𝑛ℎ 𝐶𝑡  (6) 

In their book, [27] argues optimizer that is most widely used in deep learning is the mini-batch 

consisting of Adagrad, Adadelta, RMSprop, Nadam, and Adam. 

In Adagrad deployments, the learning rate is normalized for each dimension on which the cost 

function depends. The learning rate in each iteration is the learning rate divided by the norm 𝑙2 of 

the gradient the previous to the current iteration for each dimension. The formula used in Adagrad 

is as follows: 𝑆𝑡 = 𝑆𝑡−1 + [ 𝜕𝐿𝛿𝑤𝑡]2 (7) 

𝑤𝑡+1 = 𝑤𝑡 − 𝛼√𝑆𝑡 + 𝜖  . 𝜕𝐿𝛿𝑤𝑡 (8) 

Description: 𝑡 = for time step 𝑤 = weight/ parameter to be updated 𝛼 = learning rate (0.001) 𝜕𝐿𝛿𝑤 = gradient L (Loss function) 

S = cumulative sum of squares of gradient current and 

Previous is an Adagrad extension as an alternative to reduce Adagrad's aggressiveness, reduce 

learning rate monotonically, also focus more on the learning rate. The formula used is as follows: 𝐷𝑡 =  𝛽𝐷𝑡−1 + (1 − 𝛽)[∆𝑤𝑡]2 (9) 

𝑆𝑡 =  𝛽𝑆𝑡−1 + (1 − 𝛽) [ 𝜕𝐿𝜕𝑤𝑡]2 (10) 

𝑤𝑡+1 = 𝑤𝑡 − √𝐷𝑡−1 + 𝜖√𝑆𝑡 + 𝜖  . 𝜕𝐿𝜕𝑤𝑡 (11) 

Description: 

D = difference between the current weight and the updated weight 𝛽 = 0.9  𝜖 = 1e-7 

RMSprop is learning rate which is an improvement on Adagrad. The formula used is as follows: 𝑆𝑡 =  𝛽𝑆𝑡−1 + (1 − 𝛽) [ 𝜕𝐿𝜕𝑤𝑡]2 (12) 

𝑤𝑡+1 = 𝑤𝑡 − 𝛼√𝑆𝑡 + 𝜖 . 𝜕𝐿𝜕𝑤𝑡 (13) 

RMSprop and AdaGrad are combined with momentum to form Adam. Adam measures learning 

rates via a quadratic gradient, similar to RMSprop, and uses dynamic gradient averaging to take 

advantage of momentum [26]. The formula used is as follows: 𝑉̂𝑡 = 𝑉𝑡
1− 𝛽1𝑡 (14) 

𝑆̂𝑡 = 𝑆𝑡
1− 𝛽2𝑡 (15) 

𝑤𝑡+1 = 𝑤𝑡 − 𝛼√𝑆̂𝑡+∈ . 𝑉̂𝑡 (16) 

Description: 𝑉̂ = average gradient with momentum replacing gradient current 
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𝑆̂ = average cumulative sum of squares of gradients current and previous 𝛽1 = 0.9 𝛽2 = 0.999 𝜖 = 1e-7 

Nadam is used for noisy gradient or gradient with high curvature. The learning process is 

accelerated by adding up the decay of the moving average for the previous and current gradients, 

Nadam takes gradients one step further by using Nestrove to replace 𝑉̂ in the previous equation 

with 𝑉.̂ the currentThe formula used is as follows: 𝑤𝑡+1 = 𝑤𝑡 − 𝛼√𝑆̂𝑡+∈ (𝛽1𝑉̂𝑡 + 1− 𝛽1
1 − 𝛽1𝑡  . 𝜕𝐿𝜕𝑤𝑡) (17) 

where,  𝑉̂𝑡 = 𝑉𝑡
1− 𝛽1𝑡    ;    𝑆̂𝑡 = 𝑆𝑡

1 − 𝛽2𝑡 (18) 

Description: 𝛼 = learning rate (0.002) 𝛽1 = 0.9  𝛽2 = 0.999  𝜖 = 1e-7 

While for the initialization design of the Genetic-Algorithm using DEAP library from python, 

the initial stage is carried out by determining the initial population which is a collection of 

chromosomes containing solutions for the number of window sizes, epochs, and the number of units. 

The formation of chromosomes is done in binary using binary numbers. The basic structure of the 

genetic algorithm consists of several steps [28], namely: 1) Initialization of the population; 2) 

Population evaluation; 3) Selection of the population to be subjected to genetic operators; 4) The 

process of crossover of certain chromosome pairs; 5) Certain chromosomal mutation processes; 6) 

Evaluation of the new population; 7) Repeat from Step 3 if the stop condition is not met. In this study 

using: population = 5, maximum generation = 10, crossover rate = 0.4 and mutation rate = 0.1. Each 

design is carried out to evaluate the suitability of the GA. The GA process is repeated more than once 

by setting different values for the number of window sizes, epochs, and number of units. 

 

Figure 1. GA-LSTM model flowchart. 
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3. Results and Discussion 

The research uses the GA-LSTM method as a calculation process by applying several different 

optimizations to find hyperparameters of the number of epochs, window sizes, and the number of 

LSTM units in the hidden layer. In this study, it is limited to using close for this type of prediction 

price. The results of this study are the model with the hyperparameters obtained from training and 

testing data with the lowest MAE and MAPE values, then the obtained model can be used to predict 

the stock’s price. 
Root Mean Square Error (RMSE) is used to measure the difference between the estimated target 

and the actual target by calculating the square root value of the MSE. The higher the value produced 

by the RMSE, the lower the level of accuracy, and vice versa, if the value of the resulting RMSE is 

lower, the level of accuracy is higher [29]. The RMSE formula is shown in the following equation. 

𝑅𝑀𝑆𝐸 =  √∑ (𝑦̂𝑖 − 𝑦𝑖 )2𝑛𝑛
𝑖 = 1  

(20) 

Description: 𝑦𝑖 = value of the i 

 𝑦̂𝑖 = result forecast 𝑛 = amount of data 

Mean Absolute Percentage Error (MAPE) to measure error by calculating the average method 

the average absolute error divided by the true value, which results show the absolute percentage 

error value of the predicted model results. The prediction model is getting better if the MAPE value 

is lower [30]. The RMSE formula is shown in the following equation. 𝑀𝐴𝑃𝐸 = 100%𝑛 ∑ |𝑦 − 𝑦̂𝑦 | (21) 

Description: 𝑦̂  = value of forecast results 𝑦 = value of observation to -i 𝑛 = amount of data 

Table 1. Range MAPE value [31]. 

Range MAPE Meaning 

<10% Accuracy rate is very good 

10 – 20% Accuracy rate is good 

20 – 50% Accuracy rate is decent 

>50% Accuracy rate bad 

After doing all stages of the research, the output is in the form of RMSE and MAPE values, as 

well as a graph of the comparison of the original price with the predicted data, the results are shown 

as follows. 

Case-1 Shares of Bank BRI 

Table 2. Forecasting results with Adagrad optimizer. 

Epochs Neurons Window 

Size 

Data RMSE MAPE(%) 

33 [4, 4, 3] 1 
Training 100.58 1.49 

Testing 94.43 1.86 

38 [4, 4, 3] 1 Training 108.31 1.53 
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Testing 95.39 1.88 

In the model using Adagrad optimizer with hyperparameter, the number of epochs is 33, 

window size is1, and the number of LSTM units in the hidden layer are [4, 4, 3], the RMSE and MAPE 

values during training are 100.58 and 1.49%, while in testing are 94.43 and 1.86%. Then the model 

with hyperparameter number epochs is 38, window size is 1, and the number of LSTM units in the 

hidden layer is [4, 4, 3], the RMSE and MAPE values during training are 108.30 and 1.53%, while in 

testing namely 95.39 and 1.88%. 

Table 3. Forecasting results with Adadelta optimizer. 

Epochs Neurons Window 

Size 

Data RMSE MAPE(%) 

35 [1, 3, 2] 1 
Training 106.43 1.51 

Testing 94.47 1.86 

18 [2, 1, 4] 2 
Training 99.69 1.58 

Testing 98.09 1.91 

In the model using Adadelta optimizer with hyperparameter, the number of epochs is 35, 

window size is 1, and the number of LSTM units in the hidden layer are [1, 3, 2], RMSE and MAPE 

values during training namely 106.43 and 1.51%, while in testing it is 94.47 and 1.86%. Then the model 

with hyperparameter number epochs is 18, window size is 2, and the number of LSTM units in the 

hidden layer is [2, 1, 4], the RMSE and MAPE values during training are 99, 69 and 1.58%, while in 

testing namely 98.09 and 1.91%. 

Table 4. Forecasting results with RMSprop optimizer. 

Epochs Neurons Window 

Size 

Data RMSE MAPE(%) 

41 [4, 5, 5] 1 
Training 102.91 1.52 

Testing 94.40 1.88 

43 [3, 1, 4] 5 
Training 102.83 1.53 

Testing 95.49 1.91 

In the model that uses RMSprop optimizer with hyperparameter, the number of epochs is 41, 

window size is 1, and the number of LSTM units is hidden layers are [4, 5, 5], the RMSE and MAPE 

values during training are 102.91 and 1.52%, while in testing are 94.40 and 1.88%. Then the model 

with hyperparameter number epochs is 43, window size is 5, and the number of LSTM units in the 

hidden layer is [3, 1, 4], the RMSE and MAPE values during training are 102.83 and 1.53%, while in 

testing namely 95.49 and 1.91%. 

Table 5. Forecasting results with Adam optimizer. 

Epochs Neurons Window 

Size 

Data RMSE MAPE(%) 

38 [4, 5, 2] 4 
Training 94.28 1.51 

Testing 95.49 1.87 

24 [4, 5, 2] 2 
Training 95.93 1.51 

Testing 95.06 1.87 
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In the model using Adam optimizer with hyperparameter, the number of epochs is 38, window 

size is 4, and the number of LSTM units is hidden layers are [4, 5, 2], the RMSE and MAPE values 

during training are 94.28 and 1.51%, while in testing are 95.49 and 1.87%. Then the model with 

hyperparameter number epochs is 24, window size is 4, and the number of LSTM units in the hidden 

layer is [4, 5, 2], the RMSE and MAPE values during training are 95.93 and 1.51%, while in testing 

namely 95.06 and 1.87%. 

Table 6. Forecasting results using Nadam optimizer. 

Epochs Neurons Window 

Size 

Data RMSE MAPE(%) 

15 [3, 3, 2] 6 
Training 93.03 1.51 

Testing 95.62 1.87 

28 [4, 5, 4] 2 
Training 95.99 1.50 

Testing 95.17 1.87 

In the model using Nadam optimizer with hyperparameters, the number of epochs is 15, 

window size is 6, and the number of LSTM units is hidden layers are [3, 3, 2], the RMSE and MAPE 

values during training are 93.03 and 1.51%, while in testing are 95.62 and 1.87%. Then the model with 

hyperparameter number epochs is 28, window size is 2, and the number of LSTM units in the hidden 

layer is [4, 5, 4], the RMSE and MAPE values during training are 95.99 and 1.51%, while in testing 

namely 95.17 and 1.87%. 

Case-2 Shares of Bank Mandiri 

Table 7. Forecasting results with Adagrad optimizer. 

Epochs Neurons Window 

Size 

Data RMSE MAPE(%) 

36 [1, 5, 1] 4 
Training 105.87 1.37 

Testing 153.16 1.89 

14 [4, 3, 2] 5 
Training 109.39 1.42 

Testing 152.89 1.92 

In the model using Adagrad optimizer with hyperparameter, the number epochs is 36, window 

size is 4, and the number of LSTM units in the hidden layer are [1, 5, 1], the RMSE and MAPE values 

during training are 105.87 and 1.37%, while in testing are 153.16 and 1.89%. Then the model with 

hyperparameter number epochs is 14, window size is 5, and the number of LSTM units in the hidden 

layer is [4, 3, 2], the RMSE and MAPE values during training are 109.39 and 1.42%, while in testing 

namely 152.89 and 1.92%. 

Table 8. Forecasting results with Adadelta optimizer. 

Epochs Neurons Window 

Size 

Data RMSE MAPE(%) 

35 [3, 5, 4] 3 
Training 108.21 1.43 

Testing 152.84 1.94 

30 [5, 2, 5] 6 
Training 110.35 1.45 

Testing 153.51 1.93 
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In the model that uses Adadelta optimizer with hyperparameter, the number of epochs is 35, 

window size is 3, and the number of LSTM units in the hidden layer are [3, 5, 4], the RMSE and MAPE 

values during training namely 1068.21 and 1.43%, while in testing it is 152.84 and 1.94%. Then the 

model with hyperparameter number epochs is 30, window size is 6, and the number of LSTM units 

in the hidden layer is [5, 2, 5], the RMSE and MAPE values during training are 110.35 and 1.45%, 

while in testing namely 153.51 and 1.93%. 

Table 9. Forecasting results with RMSprop optimizer. 

Epochs Neurons Window 

Size 

Data RMSE MAPE(%) 

20 [2, 2, 2] 2 
Training 104.99 1.35 

Testing 150.06 1.88 

20 [3, 3, 5] 5 
Training 105.00 1.35 

Testing 151.44 1.89 

In the model that uses RMSprop optimizer with hyperparameter, the number of epochs is 20, 

window size is 2, and the number of LSTM units is hidden layers are [2, 2, 2], the RMSE and MAPE 

values during training are 104.99 and 1.35%, while in testing are 150.06 and 1.88%. Then the model 

with hyperparameter number epochs is 20, window size is 5, and the number of LSTM units in the 

hidden layer is [3, 3, 5], the RMSE and MAPE values during training are 105.00 and 1.35%, while in 

testing namely 151.44 and 1.89%. 

Table 10. Forecasting results with Adam optimizer. 

Epochs Neurons Window 

Size 

Data RMSE MAPE(%) 

15 [5, 1, 4] 3 
Training 105.15 1.35 

Testing 150.37 1.88 

25 [3, 3, 2] 5 
Training 105.10 1.35 

Testing 150,41  1.88 

In the model using Adam optimizer with hyperparameter, the number of epochs is 15, window 

size is 3 and the number of LSTM units in the hidden layer namely [5, 1, 4], the RMSE and MAPE 

values during training were 105.15 and 1.35%, while in testing were 150.37 and 1.88%. Then the model 

with hyperparameter number epochs is 25, window size is 5, and the number of LSTM units in the 

hidden layer is [3, 3, 2], the RMSE and MAPE values during training are 105.10 and 1.35%, while in 

testing namely 150.41 and 1.88%. 

Table 11. Forecasting results with Nadam optimizer. 

Epochs Neurons Window 

Size 

Data RMSE MAPE(%) 

44 [3, 5, 3] 5 
Training 105.05 1.35 

Testing 151.59 1.89 

21 [4, 3, 5] 6 
Training 105.02 1.35 

Testing 150,91 1,89 
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In the model using Nadam optimizer with hyperparameters, the number of epochs is 44, 

window size is 5, and the number of LSTM units is hidden layers are [3, 5, 3], the RMSE and MAPE 

values during training are 105.05 and 1.35%, while in testing are 151.59 and 1.89%. Then the model 

with hyperparameter number epochs is 21, window size is 6, and the number of LSTM units in the 

hidden layer is [4, 3, 5], the RMSE and MAPE values during training are 105.02 and 1.35%, while in 

testing namely 150.91 and 1.89%. 

From the results of training and testing of each optimization with a different case, it can be seen 

that the resulting RMSE value shows a small value, which means that the model generated from this 

prediction has a small error rate. And the results of the MAPE value have a value below 10% which 

shows the prediction model has a very good level of accuracy. With the results of using several 

optimizations to produce small RMSE and MAPE values, in this study it can be said that GA-LSTM 

can improve performance and save time. Therefore, in one process we can find hyperparameters to 

use. Even so, if you look at tables 2 to 6, it can be seen that the MAPE values generated by the 

optimizers Adam and Nadam have the same value. In the RMSE in Adam's first model between 

training and testing difference error of 1.21 and in the second model it has an error 0.87. While the 

RMSE in the first model of Nadam between training and testing difference error of 2.56 and in the 

second model it has an error 0.82. Then from table 7 to table 8 it can be seen that the MAPE value 

generated by the two models by optimizers has the same value. Therefore, it seems that the value is 

quite stable and small using the Adam optimizer. 

4. Conclusion 

The application of the Genetic Algorithm – Long Short-Term Memory shows very good results, 

as evidenced by the RMSE and MAPE values generated in the training and testing of data which 

show a fairly low error rate and a fairly good level of accuracy with MAPE value below 10% in every 

optimizer used. The error rate generated is quite low, in case-1 with a minimum RMSE value of 93.03 

and 94.40 and in case-2 with an RMSE value of 104.99 and 150.06 during training and testing. A fairly 

stable and small value is generated by the setting using the Adam optimizer. The next research can 

be used to look for the other hyperparameters or can apply hybrid Algorithm with other deep 

learning methods. This research is expected to be applied on the same data’s characteristics using 

Genetic Algorithm—Long Short-Term Memory to look for the hyperparameter. 
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