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Abstract: With the recent advances in science and technology, more processing capability and data
have become available, allowing a more straightforward implementation of data analysis techniques.
Fortunately, the available online data storage capacity follows this trend, and vast amounts of data
can be stored online freely or at accessible costs. As happens with every evolution (or revolution)
in any science field, organizing and sharing this data is essential to contribute to new studies or
validate the obtained results quickly. To facilitate this, we must guarantee interoperability between
the existing datasets and the developed software, whether commercial or open source. This article
explores this issue, analyzing the current initiatives to establish data standards and comparing some
of the existing dataset online storage platforms. Through a Strengths, Weaknesses, Opportunities,
and Threats (SWOT) analysis, it is possible to understand better the strategy that should be taken to
improve the efficiency in this field, which directly depends on the data characteristics.
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1. Introduction

With the verified and expected scientific evolution, a development existed from the standard
statisticians or software engineers to data scientists today [1,2]. Even though a formal definition of
data science does not yet exist, we can state that data science was created from a conjunction of several
disciplines, such as data engineering, machine learning, or advanced analysis [3,4]. Some data science
applications use data mining since they focus on discovering patterns and relationships in the dataset’s
variables [5] that correspond to the essential tasks that must be performed during data analysis.

The existing advances in the available computer processing capability and the vast increase in the
available data due to proper data logging make it possible to extract more information from the data
in real time, allowing the generation of knowledge [6,7]. The data analysis techniques do not have a
specific field of the application being traversal to most of them, e.g., marketing [8], healthcare [9], or
electronic commerce [10]. If we have data, we can retrieve essential knowledge from it by implementing
data analysis algorithms. If the knowledge is obtained in real-time, it can be a vital field advantage
and one of the most significant contributions to the application’s success. Data can be considered as
the new gold since it becomes vital to guarantee the quality of the provided products and services.

With the verified increase in online storage capacity over time, publicly available datasets and
sharing platforms have emerged. Among the existing worldwide platforms, we have Kaggle [11] or
the University of California Irvine Machine Learning Repository (UCIMLR) [12,12]. Most platforms
are free to access and even organize competitions using the stored datasets [13–15]. It is easy to state
that several platforms provide the same service with different requirements and information about
each stored dataset, which limits the interoperability [16,17] between the implemented analysis and the
developed software. Uniformizing the requirements and dataset descriptions is essential to efficiently
interpret and use the stored data.

For a much easier pre-processing [18,19], software development, and data analysis, it is essential
to decrease the needed requirements for adaptations being able to ensure interoperability. Defining and
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having interoperability between the different data sources and types is essential and can be considered
a direct contribution to facilitating research and development. The holy grail of interoperability is a
framework that allows the datasets to be easily used by different software independently of its source.
In the technological evolution history, we have some examples of success in standardization, e.g., the
Portable Operating System Interface (POSIX) or computer graphics framework [20] and the Open
System Interconnection (OSI) model that allowed rapid development in their areas.

A standard is a document that can define the characteristics of a product, process, or service
[21]. Using a proper framework, it is possible to implement the defined standard structure to build
something useful [22]. A common framework could help to achieve interoperability between different
software and to decrease the time needed to repeat or implement additional data pre-processing [17,23].
Interoperability should guarantee some basic principles, such as robustness to new implementations
leaving room for evolution. It must be independent of the implementation, being the most inclusive
as possible, and independent of the used technology since the technology constantly evolves and the
methods can quickly become obsolete.

The existing data should be publicly available [24] and preferably pre-processed so everyone
can easily use it. This interoperability will also contribute to validating the obtained scientific results
since many more algorithms can be applied and compared against the same data. Accessing a vast
quantity of data is useless or brings nothing if we cannot use it or if we cannot understand it. As we
have templates for scientific documents and other applications, we have to ensure that we have proper
standards in this field of application.

Analyzing and evaluating the current state of data standardization is essential. As in any field of
application, it is crucial to have a proper implementation strategy, and this strategy benefits from a
Strengths, Weaknesses, Opportunities and Threats (SWOT) analysis [25–27]. This analysis allows an
understanding of the organization, project, or business venture and makes it possible to enhance its
development.

The main contributions of this article are (i) an analysis of the currently existing dataset
standardization initiatives, (ii) a proposal of a SWOT analysis for the data standardization approach,
and (iii) an initial analysis of the strategy that must be followed to ensure data standardization.

This article is organized as follows. Section 2 presents some currently existing initiatives for
dataset standardization. Section 3 presents a SWOT analysis and explores the best strategy for dataset
standardization. Finally, we present the conclusions in Section 4.

2. Dataset Standardization

In recent years, the daily amount of generated and stored data has increased exponentially [28–30],
creating the necessity of developing dataset standards to share, analyze, and manage this data. This
has led to the development of various data management systems and analytical tools to handle large
and complex datasets. However, the lack of standardization that can define the used data formats and
accuracy requirements has made it difficult for researchers to share and compare the results quickly.

Developing the needed dataset standards is an important step to increase data sharing and
collaboration between academia and industry, being essential to compare and even validate the
obtained results. Nowadays, some initiatives have started to establish data standards and best
practices, such as:

• Findability, Accessibility, Interoperability and Reuse (FAIR) [31] - An initiative that started
defining a set of principles applicable to research data to promote interoperability between data
sources;

• Document, Discover and Interoperate (DDI) [32] - An initiative that started defining social
sciences research data metadata standards. It provides a framework for describing and
documenting research data and promoting data reuse in this field of science;
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• Clinical Data Interchange Standards Consortium (CDISC) [33] - An initiative that started
defining principles applicable to clinical research data. It provides a framework for describing,
acquiring, and documenting data used in this field of science.

Developing a standard by itself is not enough since it must be adopted by the worldwide
dataset users to be considered an implementation success. Suppose this effort also incorporates
the pre-processing [34] scripts and the developed software. In that case, it will undoubtedly increase
the obtained knowledge from the data, decreasing the pre-processing and analysis needed time. Data
heterogeneity is a limitation in the data-sharing process since each data format requires a different
pre-processing approach, and no one-size-fits-all solution exists. Apart from that, and considering
the existing limitations, the advantages of having data standardization easily surpass all the current
disadvantages.

As also happened with the verified evolution in other fields of science, data is starting to be a
significant revenue in some companies’ profit [35,36]. This will surely hinder data standardization and
the increase in available public datasets. In the eyes of these companies and institutions, the existence
of available public datasets decreases the dataset exclusivity and allows others to provide similar data
sharing or analysis services. Apart from the vast majority of the academic community mainly focused
on science dissemination, the possible lobby created by those companies is certainly a thread that must
be considered when we start thinking about strategy.

Some of the datasets may be considered confidential or can provide some personal information,
and we must ensure dataset anonymization in these cases [37–39]. This process protects private and
sensitive information by applying multiple pre-processing techniques to erase or encrypt unique
identifiers that can connect the dataset to an individual. At any time, and depending on the dataset
content, each individual that sees their rights as not respected must be able to trigger quick and easy
actions to correct the situation. This must also be a global concern when we are dealing with data.

Another issue that must be considered is data consistency and accuracy [40,41]. It is essential to
consider the existing errors in the data acquisition process depending on the data type and sensor we
are considering. A possible solution to guarantee the dataset accuracy is to ensure that a third-party
institution or organization without any economic relations to the dataset owner certifies its level of
precision to ensure transparency in the process.

With the current emergence of dataset-sharing platforms, it is essential to analyze the most
popular. Some of the most popular dataset-sharing platforms are:

• Kaggle [42] - A platform that allows access to a wide range of dataset topics intended to apply
artificial intelligence and data science algorithms. Some of the datasets are intended to apply
image segmentation [43,44], object detection [44,45], and image generator [44,46], among many
others;

• UCI [47] - A platform that allows access to a wide range of dataset topics to apply machine
learning [48], including the standard classification [49] or clustering algorithms [50];

• Data.gov [51,52] - A platform that allows access to datasets collected from United States of
America (USA) agencies, with a wide range of topics such as education, finance, health, and
climate, among others [53,54];

• Google Dataset Search (GDS) [55] - A search engine that can be used to find datasets online,
covering a wide range of topics, e.g., social sciences [56] or finance [57];

• Amazon Web Services Open Data Registry (AWSODR) [58] - A platform that allows access to a
wide range of datasets hosted by Amazon, covering topics such as climate [59] or geospatial data
[60];

• Microsoft Research Open Data (MROD) [61] - A platform that allows access to a wide range of
dataset topics, including, e.g., computer vision [62,63] or natural language processing [64,65];

• World Bank Open Data (WBOD) [66] - A platform that allows access to datasets regarding global
world development, including, e.g., poverty [67], education [68], or climate change [69,70].
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A comparison between the characteristics of the described dataset-sharing platforms is made in
Table 1. The table analysis shows that most datasets are from the open-access type with different user
interfaces and requirements. It will be much more helpful to have a single platform, or at least decrease
the number of platforms, allowing better control of the provided data accuracy and consistency,
guaranteeing standardization. Most platforms also allow users to use an Application Programming
Interface (API) to retrieve and manipulate data without explicitly having to download it. This is
particularly useful when dealing with datasets containing a large amount of data.

Table 1. Comparison of characteristics among popular datasets sharing platforms.

Dataset
Open
Data

Access
Update

Frequency
User

Interface
API

Access

Kaggle [42] No Free
Paid Daily User friendly

(interactive) Yes

UCIMLR [47] Yes Free Irregular User friendly
(simple) No

Data.gov [51] Yes Free Irregular User friendly
(simple) Yes

GDS [55] Yes Free Irregular Simple search
interface No

AWSODR [58] Yes Free Irregular User friendly
(simple) Yes

MROD [61] Yes Free Irregular Simple search
interface Yes

WBOD [66] Yes Free Irregular User friendly
(simple) Yes

Some companies or organizations surely will want to have their data or platform that allows
access to it since it will possibly bring, in the end, a financial return [71–73]. This occurrence should be
minimized or eliminated since it threatens the global dataset implementation. A global effort must
exist to optimize the existing resources, guaranteeing, in the future, that the data presents the needed
consistency and accuracy. The data must be consistent and accurate, follow a specific standard, and
guarantee accuracy by passing a proper certification process, as stated before.

Understanding what strategy should be followed to mitigate the described limitations, improve
the future of data science, and obtain knowledge [74] from data faster and simpler. In the next section,
an initial study of a strategy is performed to generate a better future in this field.

3. Strategy Analysis

A strategy’s success lies mainly in its existence and correct execution rather than the strategy
content itself [75,76]. A worldwide implementable strategy must rely on realistic objectives justifying
each one and the advantages to the end user, whether an individual or a governmental organization.

Most of this field’s current efforts and initiatives were described in the previous section, being
essential to look at the future and provide a feasible direction. An initial SWOT analysis regarding
the datasets standardization was proposed for that goal. The SWOT analysis is considered a strategic
planning tool used to understand an organization, project, or business venture and makes it possible
to enhance its development [25–27]. We can consider the internal characteristics of a company,
organization, or institution since they should have similar objectives regarding dataset standardization.
The strengths are internal characteristics or resources that can give some kind of advantage (Positive
vs. Internal factors), weaknesses are internal characteristics or resources that can bring some kind of
disadvantage (Negative vs. Internal factors), opportunities are external factors that can contribute to

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 8 May 2023                   doi:10.20944/preprints202305.0525.v1

https://doi.org/10.20944/preprints202305.0525.v1


5 of 10

the success (Positive vs. External factors), and threats are external factors that can contribute to failure
(Negative vs. External factors).

The identified strengths (Positive vs. Internal factors) of the standard implementation were:

• The increase in the consistency and accuracy of the data and datasets;
• The data becomes easier to interpret and analyze, also allowing faster technological innovation;
• It is possible to save time and resources in the data pre-processing and analysis;
• The data sharing between systems becomes more accessible by ensuring interoperability;
• The ability to develop internal knowledge that directly increases productivity levels;
• The ability to provide data-related services easier, e.g., data analysis or sharing data that complies

with a recognized standard.

The identified weaknesses (Negative vs. Internal factors) of the standard implementation were:

• The implementation and development of a data standard requires a considerable amount of time;
• The implementation and development of a data standard requires a significant number of

resources, e.g., workers and hardware;
• If the data standard is not flexible enough to accommodate the necessary data types or respective

content, it can be impossible to implement;
• The initial investment needed to implement a proper structure to perform data standardization

easier.

The identified opportunities (Positive vs. External factors) of the standard implementation were:

• The generalized adoption of a data standard makes it possible to increase external collaboration
and interoperability;

• The developed applications and software provide direct interoperability with any dataset
following the data standard;

• The well-known standards allow a fast response since the applications and services use consistent
and accurate data;

• The boost in the research and development in the data science field;
• The growth in the economy since many companies can benefit from the advantages of data

standardization;
• The recruitment process becomes easier for the company and the worker. Since the worker

already knows the dataset standard, it can become productive earlier without requiring the usual
adaptation time.

The identified threats (Negative vs. External factors) to the standard implementation were:

• The existence of several redundant or competing standards with property formats not open to
everyone;

• The data standards, if not correctly updated periodically, can become rapidly obsolete;
• Even with a standard, the data can be misinterpreted or manipulated;
• Some companies can develop standards to decrease interoperability and maintain service or

application exclusivity;
• The cost-effectiveness of the data standardization investment since the data standards may not be

accepted globally.

Most identified strengths are based on increased data consistency, accuracy, internal knowledge
development, and resource optimization. Weaknesses are mainly based on the vast resources needed
to implement a dataset standard from scratch. Opportunities are linked with increasing external
collaboration and interoperability between all the services, applications, and software, allowing a fast
response. The threats are mainly focused on the standard since the cost of its implementation and
the pursuit of services and application exclusivity by a specific or a group of companies can lead to
competing or even redundant standards.
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It is essential to balance the weaknesses and the existing opportunities since the resources
needed for the internal implementation can be gathered from external collaboration and by ensuring
interoperability. The strengths can also balance the threats since the increase in data consistency,
accuracy, knowledge, and resource optimization can help to deal with the cost-effectiveness of the
data standardization and overcome the necessity for a company to have its own standard since the
company loses its interoperability capacity and need to have very specialized workers that have to
learn a very specific implementation with a limited field of application.

The SWOT analysis is just the beginning of a strategic planning process, being essential to make a
constant analysis and perform the needed adaptations to ensure the accuracy of the analysis. With an
environment or context change, new challenges and opportunities will emerge, and every possibility
must be considered. Even after a suitable strategy formulation, the implementation is the main
challenge that must be overcome [77]. Since we are talking about a worldwide strategy for dataset
standardization, we must face significant challenges in the strategic alignment between different
cultural, social, and economic characteristics [78,79]. Still, the expected results will compensate for all
the existing adversities and difficulties.

A critical factor in every strategy is the evaluation and control of its implementation. Defining
and using proper performance metrics to evaluate and control the strategy implementation is essential
[80,81]. The performance metrics should be based on clear strategic objectives and provide a
comprehensive picture of the obtained performance over the needed analysis dimensions [82]. As
described before, in a world dominated by data, this strategic performance management can also be
performed using data analysis techniques [83–85]. If the dataset standard is accepted and adopted
as a worldwide strategy, each developed application and implementation must comply to ensure
interoperability. The necessity to adhere to the standard will indirectly be a performance metric since
the number of applications or implementations that comply can be quantified.

4. Conclusions

Data science is critical since it can help individuals and organizations make better decisions
by retrieving knowledge from data. Fortunately for the field, more data can be used for multiple
applications since higher data logging and available online storage space exists nowadays. With the
rise of new requirements for data, we must adapt ourselves and be able to deal with it. The easier way
is to create a clear standard that can guarantee data standardization, maintaining its accuracy and
consistency. However, a dataset standard must be able to cover a vast number of possibilities, and
it needs to be updated periodically to ensure that it continues to make sense even with the expected
evolutions in the data science field. The proposed SWOT analysis should be continually updated,
considering the natural development of the environment and access to new sources of information.
Through its analysis, it is possible to verify that the main weaknesses and threats identified are
mainly based on the vast resources needed to implement a dataset standard from scratch and to
the standard since a company looking for exclusivity can develop competing or even redundant
standards. Taking the necessary actions to mitigate the identified weaknesses and threats is essential.
Data standardization is not easy, and there is not a one size fits all solution, having the possibility of
having a dataset that does not fit into the defined data standardization. The dataset standard should
be continuously and quickly updated to deal with real-world implementation challenges as soon
as possible. It is easy to state, and after review and analysis performed in this article, that dataset
standardization must be a worldwide concern and that in the end, even with some challenges and
threats, the obtained implementation gain will compensate. The future surely relies on data analysis,
and we must ensure that we maximize the retrieved knowledge from it and simultaneously decrease
the needed efforts in the processing stage.
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