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Abstract: This article presents a forecast model that uses a hybrid architecture of recurrent neural networks (RNN)
with surface neural networks (ANN), based on historical records of exported active energy (EAE) and weather data.
Two types of models were developed: the first type includes six models that use EAE records and weather variables
as inputs, while the second type includes eight models that use only weather variables. Different metrics were applied
to assess the performance of these models, and the best model of each type was selected. Finally, a comparison of the
performance between the selected models of both types is presented, and they are validated with real data provided
by a solar plant, achieving acceptable levels of accuracy. The selected model of the first type has an RMSE of 0.19, MSE
of 0.03, MAE of 0.09, a correlation coefficient of 0.96, and a determination coefficient of 0.93. The other selected model
of the second type showed lower precision in the metrics (RMSE = 0.24, MSE = 0.06, MAE = 0.10, Corr. Coef. = 0.95,
and Det. Coef. = 0.90). Both models demonstrated good performance and acceptable accuracy in forecasting the weekly
photovoltaic energy production of the solar plant.

Keywords: Shallow neural networks; recurrent neural networks; predictive hybrid model; photovoltaic energy; pho-
tovoltaic energy prediction

1. Introduction

The generation of photovoltaic energy has been one of the most developed renewable energy solutions in the world
and in Chile during the last decades. It seeks to increase its presence in electrical distribution systems for industrial and
residential consumption, thus satisfying the demand, and contributing to reducing the amount of CO2 emissions into
the atmosphere [1].

The growth in the use of photovoltaic energy has encouraged the development of short-term predictive techniques
to monitor the EAE produced in solar plants. However, the main difficulty in the production of photovoltaic energy is
the intermittent volatility of the energy generation of the photovoltaic system, which is mainly due to the weather con-
ditions that occur in the place where the solar plants are located. This power imbalance in the photovoltaic system can
cause significant economic losses in large solar plants.

Solar plants generate daily records of the EAE produced by the photovoltaic panels. Generally, these plants have
meteorological stations that generate records of the weather variables they capture. With all this data, solar plants can
monitor their production and explore the incidence or correlation of the EAE produced concerning the weather condi-
tions in the area where they operate. However, many of these solar plants do not have systems that use this data to
generate models that allow them to forecast their EAE production.

The weather has a great influence on the behavior and operation of sectors such as energy, specifically in the area
of photovoltaic energy. That's why the use of weather data has become an important complement to the analysis of EAE
generation. Photovoltaic generators have a strong relationship with solar radiation and outdoor temperature in this
energy generation process.
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Meteorological variables are volatile and uncertain by nature, so unexpected changes in these parameters produce
variations in the output power of photovoltaic generators. Although many researchers have focused in recent years on
the development of innovative models to predict weather variables involved in the generation of photovoltaic energy,
they do not commonly consider an important step such as the exploratory analysis of the data before being used [2,3].

There are several works aimed at predicting the generation of photovoltaic energy. However, each has particu-
larities that vary between input variables, models to be used, data set, among others. The trend in the use of techniques
from the area of machine learning in this type of forecast tasks corresponds to ANNSs, particularly RNNs. This is due to
the fact that the RNNs process data in time series efficiently and in which weather data can be integrated [3].

Comparative studies of RNNs with different structural configurations, input hyperparameters and prediction hori-
zon have been observed in the literature. However, predicting the production of photovoltaic energy with a high degree
of precision is not an easy task, it requires an appropriate incorporation of weather variables and in some cases, other
factors that may directly affect such as; the state of the photovoltaic panels, their calibration level, as well as components
that indirectly affect such as the sensors of the weather stations, location of these stations, among other factors [2].

Extreme weather conditions can cause intermittent and random volatility in photovoltaic systems, making photo-
voltaic energy forecasts difficult. An RNN is considered a powerful tool for forecasting time series data. However, when
the weather strongly changes the long-term multivariate sequence, it can cause the gradient to disappear during train-
ing of an RNN, which can lead to local optimum forecast results.

The short-term memory network (LSTM) is one of the commonly used deep learning units of an RNN. Due to its
particular hidden layer unit structure, it can retain the trend information contained in the long-term sequence, which
allows solving RNN problems and improving its performance. An improvement to this type of LSTM unit is the gated
recurrent unit (GRU) structure [7].

Forecast of photovoltaic energy generation is important for reliable and efficient operation. Improving the accuracy
of its short-term forecasts can effectively support the quality of the operational schedule of solar plants, provide a ref-
erence for photovoltaic maintenance and effective response to emergency situations. Common data sources for these
types of forecasts are; recent weather records, numerical weather predictions and historical records of the EAE produced
in the solar plant [2,3,5,6].

A forecast system can support the electrical operators of solar plants to balance the generation and demand of
photovoltaic energy, optimize their production process, and anticipate meteorological phenomena that directly affect
photovoltaic energy generation, such as sudden changes in solar radiation levels. This can help ensure that sufficient
power capacity is available to cover electrical consumption requirements.

In this line of argument, in this article models are presented that forecast the weekly photovoltaic energy produc-
tion of a solar plant, with multiple input variables and different hyperparameter configurations. The input variables
correspond to historical records of photovoltaic energy produced in a year by the solar plant, together with records of
weather variables measured in the same period, such as solar radiation, temperature, and wind speed. The hyperpa-
rameters are related to the internal components of the model, such as activation function and loss function, among
others. These models are generated using a base architecture designed and described in [7], which consists of a hybrid
RNN-ANN architecture with two hidden layers. The first layer contains neurons with LSTM or GRU recurrent units,
and the second layer contains shallow neurons with multi-layer perceptron (MLP) structure.

Two types of models are generated, firstly 6 models that receive the EAE records with weather variables as input.
Secondly, 8 models that only receive the weather variables as input. Subsequently, these models are subjected to assess-
ment applying different metrics and adjustments, through the development of controlled experiments under different
configurations of hyperparameters. Finally, a comparison is made between the two models with the best performance
of each type, achieving remarkable results. However, the models that use the EAE records as input, in addition to
weather variables, stand out in their performance since in most of the metrics they obtain better results.

The article is structured as follows: the section related works describe a literature review of the last 5 years that
have a direct approach to this work. The latter allows us to corroborate the innovation of the work carried out, the use
of appropriate techniques and metrics. Then, the materials and method section describe the origin of the data, the meth-
odology used, the preliminary analysis of the data, as well as its preparation and transformation. Additionally, the tool
built and used to automate the entire process of design and generation of predictive models is explained. The proposed
section of RNN-ANN models presents the model design, hyperparameter configuration, and metrics used for their
assessment. Subsequently, the section analysis of experimental results provides a discussion of the results obtained
through the selected models and performs a comparative analysis. Finally, the article ends by stating the respective
conclusions obtained from the work carried out, as well as the projection of future work.
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2. Related Works

The worldwide growth in the use of photovoltaic energy has spurred the development of various research initia-
tives aimed at obtaining high-precision to forecast models of photovoltaic energy generation. Due to the above, this
research work begins with a literature review of related works in this field over the last few years to confirm the trends
in the use of methodologies, technologies, and techniques.

Yesilbudak et al. [3] describe a bibliographic review on a methodology of the data mining process for the forecast
of electricity generation in solar plants. They present, in a general way, the process of extracting knowledge from the
information in a database. As a result, they present a table with different investigations that are referenced and indicate
the input data they use, as well as the model used in the prediction. Many of the works analyzed use ANN techniques.

The work “Analysis of Artificial Neural Networks for Forecasting Photovoltaic Energy Generation with Solar Irra-
diance” [8], evaluates the forecast accuracy of the global horizontal irradiance (GHI), which is often used for short-term
forecasts of solar radiation. The study uses ANN models with different construction structures and input weather var-
iables to forecast photovoltaic energy production across three short-term forecast horizons, based on a single database.
The analyses are conducted in a controlled experimental environment. The results indicate that ANNs using the GHI
input variable provide higher accuracy (approximately 10%), while its absence increases error variability. No significant
differences (p > 0.05) were identified in the forecast error models trained with different input data sets. Furthermore,
forecast errors were similar for the same ANN model across different forecast horizons. The 30 and 60 neuron models
with one hidden layer demonstrated similar or higher accuracy compared to those with two hidden layers.

In [9], a study is described that utilizes a time-frequency analysis based on short waveforms of data, combined
with RNN, to predict solar irradiation in the next 10 minutes and calculate the generation of photovoltaic energy. The
validation results of this study indicate that the proposed predictor model has a deviation of less than 4% in 90.60% of
sample days analyzed. The MSE of the final model improves accuracy by 37.52% compared to the persistence reference
model.

In the research conducted by Carrera et al. in [10], it is stated that the most common data sources for forecasting of
generation photovoltaic energy, are recent weather records and numerical weather forecasts. This work proposes suit-
able RNNs that can use each data source or both. Focusing on a 24-hour-ahead forecast problem, the authors first design
two RNN:s for the forecast: one for deep-forward that uses weather forecast data and a second that uses recent weather
observations. Finally, a hybrid network, called PVHybNet, combines both networks to improve forecast performance.
The final model predicts photovoltaic energy generation from the Yeongam Solar Plant in South Korea withan r? value
of 92.7%. The results support the effectiveness of the combined network using recent weather observations and weather
forecasts. The authors also demonstrate that the hybrid model outperforms various machine learning models.

In the article entitled “Predictive Analysis of Photovoltaic Power Generation Using Deep Learning” by [11], a new
deep learning approach is proposed for the predictive analysis of energy-related time series trends, particularly those
relevant to photovoltaic systems. The objective is to capture the trend of the time series, that is, if the series goes up,
down or remains stable, instead of predicting the future numerical value. The modeling system is based on RNN of
LSTM structure, which are capable of extracting information in samples located very far from the current one. This new
approach has been tested in a real-world case study showing good robustness and accuracy.

The work described in [12], applies an LSTM-based approach for short-term forecasts about a time scale spanning
the GHI one hour and one day in advance. Inaccurate forecasts usually occur on cloudy days, ANN and SVR (support
vector regression) results in the literature demonstrate this. To improve the prediction accuracy on cloudy days, they
use the k-means clustering technique during data processing, where cloudy days are classified into cloudy and mixed
(partly cloudy). The RNN models are established to compare the accuracy of different approaches and the inter-regional
study is to test whether the method can be generalized. From hourly forecast results, LSTM's r? coefficient on cloudy
days and mixed days is above 0.9, while RNN's 7? is only 0.70 and 0.79 in Atlanta and Hawaii. From the results of the
daily forecast, all r? on cloudy days are approximately 0.85. However, the LSTM is still very effective in improving the
RNN and is more accurate than other models.

The article by Hui et al. [13] proposes a hybrid learning method for weekly photovoltaic energy forecasting, utiliz-
ing weather forecast records and historical production data. The proposed algorithm combines bi-cubic interpolation
and bi-directional LSTM (Bi-LSTM) to increase the temporal resolution of weather forecast data from three hours to one
hour and improve forecast accuracy. Furthermore, a weekly photovoltaic energy classification strategy based on mete-
orological processes is established to capture the coupling relationships between weather elements, continuous climate
changes, and weekly photovoltaic energy. The authors develop a scenario forecast method based on a closed recurrent
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unit GRU and a convolutional neural network (CNN) to generate weekly photovoltaic energy scenarios. Evaluation
indices are presented to comprehensively assess the quality of the generated scenarios. Finally, the proposed method is
validated using photovoltaic energy power records, observations, and meteorological forecasts collected from five solar
plants in Northeast Asia to demonstrate its effectiveness and correctness.

In the study conducted by Xu et al. [14], the current state of research on renewable energy generation and predictive
technology for wind and photovoltaic energy is described. The authors propose a short-term forecast model for multi-
variable wind energy using the LSTM sequential structure with optimized hidden layer topology. They evaluate phys-
ical models, statistical learning methods, and machine learning approaches based on historical data for wind and pho-
tovoltaic energy production forecasting. They examine the impact of cloud map identification on photovoltaic genera-
tion and focuses on the impact of renewable energy generation systems on electrical grid operation and its causes. The
article provides a summary of the classification of wind and photovoltaic power generation systems, as well as the
advantages and disadvantages of photovoltaic systems and wind power forecasting methods based on various typolo-
gies and analysis methods.

In the article “Comprehensive Evaluation of Machine Learning MPPT Algorithms for a PV System Under Different
Weather Conditions” by Nkambule et al. [15], the authors introduce nine maximum power point tracking (MPPT) tech-
niques for photovoltaic systems. These techniques are used to maintain the photovoltaic element array at its maximum
power point and extract the maximum power available from the arrays. The authors evaluate and test these techniques
under different climatic conditions using simulation software MATLAB SIMULINK. The tested machine learning algo-
rithms include decision tree, multivariate linear regression, Gaussian process regression, K-weighted nearest neighbors,
linear discriminant analysis, packed tree, Naive Bayes classifier, support vector machine (SVM), and RNN. The experi-
mental results showed that the K-weighted nearest neighbors technique performs significantly better compared to the
other machine learning algorithms in terms of complexity, cost, speed of convergence, sensors required, hardware im-
plementation, and effectiveness.

One interesting study related to the analyzed topic is presented in [16], which proposes an improved deep learning
model based on the decomposition of small wavelet data for the prediction of solar irradiance the next day. The model
uses CNN and LSTM and is established separately for four general types of climates (sunny, cloudy, rainy, and heavy
rainy) due to the high dependence of solar radiation on weather conditions. For certain weather types, the raw solar
irradiance sequence is decomposed into sub-sequences using discrete wavelet transformation. Each sub-sequence is
then fed of a local CNN-based feature extractor to learn its abstract representation automatically. As the extracted fea-
tures are also time-series data, they are individually input into LSTM to build the sub-sequence forecasting model. The
final results of solar irradiance forecast for each weather type are obtained through the reconstruction of the small
wavelet data of these forecast sub-sequences. The proposed method is compared with traditional deep learning models
and demonstrated to improve predictive accuracy.

The article “Solar power generation forecasting using an ensemble approach based on deep learning and statistical
methods” [17] describes the task of forecasting photovoltaic energy generation from weather variables such as solar
radiation, temperature, precipitation, wind speed, and direction. The authors analyze different techniques to determine
the most suitable for photovoltaic energy forecasting. They propose an approach that combines different techniques
based on RNN models and statistical models, based on the results obtained from their experiments.

In [18], a data analysis process is developed to evaluate the performance of a predictive model generated using a
database containing information on historical data of energy produced. They highlight the need for correct data pre-
processing with different tasks in the first stage of their process. They deliver long, medium, and short-term prediction,
through different types of ANN implementation as previous solutions to similar problems. First, they evaluate the in-
teraction between anomaly detection techniques and predictive model accuracy. Second, after applying three perfor-
mance metrics, they determine which one is the best for this particular application.

The research by Harrou et al. entitled “Forecasting of Photovoltaic Solar Power Production Using LSTM Approach”
[19] presents a model to predict short-term photovoltaic energy production based on RNN with LSTM structure. To
achieve this, they use previous records of photovoltaic energy production arranged in 24-hour segments. The model
performance is evaluated using data from a solar plant. The authors present the configuration of the model used, as
well as the performance during training, where they obtain good results. In future work, they aim to incorporate climatic
variables to the model to improve the results.

The work of De et al. [20] presents a set of models based on RNN with LSTM structure to forecast the production
of photovoltaic energy with limited data sets, as they only have one month of data records taken with a frequency of 15
minutes. The purpose of this work is to use the LSTM structure to obtain an accurate forecast of photovoltaic energy.
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The authors carry out simulation studies and point out that their results demonstrate that the proposed model can
forecast photovoltaic energy production with high accuracy, even with the limited data set and can be calculated in a
reasonable time. They justify each of the model configurations based on different hyperparameters provided to the
RNN. As a result, they present models capable of forecasting the production of photovoltaic energy, which include
weather variables such as ambient temperature, panel temperature, accumulated daily energy, irradiation, and power
as input.

In the work of Chen et al. [21], the authors analyze the effects of various meteorological factors on the generation
of photovoltaic energy and their impact during different periods. They propose a simple radiation classification method
based on the characteristics of the radiation records, which helps in selecting similar time periods. Using the time series
characteristics in the photovoltaic energy records, they reconstruct the training data set from a selected similar period,
which includes power output data and weather variables. The result of this work is the development of an RNN model
with LSTM units, which is applied with data from two independent photovoltaic systems and achieves better results
than four other comparison models.

In the work of Sharadga et al. [22], different predictive RNN models are evaluated using time series to forecast
photovoltaic energy output power. The methods they include are statistical and based on machine learning techniques.
The statistical models used belong to the category of persistence models that include: autoregressive moving average
(ARMA), autoregressive integrated moving average (ARIMA) and seasonal autoregressive integrated moving average
(SARIMA). In addition, different RNN models are used: Bi-LSTM, LSTM, c-mean fuzzy clustering, layer recurrent (L-
RNN), MLP and forward RNN. The effect of the variation of the temporal horizon in prediction is investigated for all
the models generated and hourly forecasts of photovoltaic energy are made to verify the effectiveness of these models.
The data used in this paper comprises 3640 hours of operation data taken from a photovoltaic energy station in China.

The work of Rajagukguk et al. [23] reviews deep learning models that handle time series data to forecast solar
radiation and photovoltaics. Three independent models and a hybrid model were selected: RNN, LSTM, GRU, and
CNN-LSTM. The selected models were compared based on accuracy, input data, forecast horizon, station type, weather
type, and training time. The performance analysis shows that these models have their strengths and limitations in dif-
ferent conditions. In general, for standalone models, LSTM shows the best performance with respect to the root mean
square error (RMSE) evaluation metric. The CNN-LSTM hybrid model outperforms the three independent models, alt-
hough it requires more training time. The most significant finding is that the deep learning models of interest are better
suited to forecast solar radiation and photovoltaic energy than other conventional machine learning models. In addition,
itis recommended to use the relative RMSE as the proxy assessment metric to facilitate comparison of accuracy between
models.

The work of Seera et al. [24] presents a methodology for analyzing the performance of photovoltaic modules based
on spectral irradiances using a genetic algorithm (GA). This is done by considering that, despite having the same solar
irradiation, the variation in the energy conversion efficiency of each photovoltaic module can be significant in different
locations. As a case study, they selected twelve types of commercial photovoltaic energy modules and three locations
in Malaysia. The proposed methodology simulates on-site energy conversion efficiencies and annual energy yields for
commercial photovoltaic energy modules, providing local spectral radiations and photovoltaic energy specifications.

Chong et al. [25] propose a methodology to calculate the energy conversion efficiency of organic photovoltaic cells
based on indoor measurements using a solar simulator and the measured local solar spectrum, incorporating both op-
tical and electrical factors. As a case study, they capture the local solar spectra through the collection and accumulation
of random data throughout the year, from 8:00 AM to 6:00 PM in Malaysia. This analysis provides guidance on the
selection of appropriate organic materials for solar cells that may work best in a particular location.

In the work of Jaber et. al [26], a predictive model is described to compare the performance of six different photo-
voltaic modules using ANNSs and that corresponds to a generalized regression neural network (GRNN). As inputs to
the model, the following are used: cell temperature (Tc), irradiance, fill factor (FF), maximum power (Pm), short-circuit
current (Isc), open-circuit voltage (Voc), and the product of these last two variables (Voc and Isc). The study collected
37,144 records for 247 curves of the six photovoltaic modules under different test environment conditions in Malaysia
(solar radiation and ambient temperature). Their results demonstrate a high accuracy of the model to forecast the per-
formance of photovoltaic modules.

Diouf et. al [27], carry out an analysis the operating temperature of photovoltaic modules, as a critical factor that
affects their performance. They propose models for the forecast of the operating temperature, using ambient tempera-
ture and solar irradiance data based on real measurements taken in a tropical region. For each weather condition, cate-
gorized according to the irradiance and temperature levels, the temperatures of the photovoltaic modules are obtained
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using the proposed approach, then they are compared with the corresponding value measured experimentally. The
results showed that the proposed models performed better than models developed by other authors, as measured by
the MSE metric, across all weather conditions.

The work of Bevilacqua et al. [28] analyzes the effect caused by solar radiation on the temperature of photovoltaic
panels; because only a part is directly converted into electricity, the rest is converted into heat that increases the tem-
perature of the layers of the photovoltaic module. They propose a one-dimensional transient thermal model of photo-
voltaic modules, which calculates the temperature distribution along the thickness of the panel using a finite difference
method. With this, it is possible to predict electricity production under variable operating weather conditions. The re-
sults obtained highlight that the temperature and power predictions could be better aligned, where a good accuracy in
the temperature values did not necessarily correspond to the same level of accuracy in the power output. The model
was validated seasonally by comparing it with one-year experimental data at the University of Calabria in Italy and
demonstrated excellent agreement between predicted and measured power outputs based on statistical parameters.

Zhang et al. [29] investigate the influence of different factors affecting photovoltaic energy forecast. They establish
a surface ANN forecast model and a small-wave ANN forecast model. They analyzed the effects and correlations of
atmospheric temperature, relative humidity, and wind speed on the power generation prediction of poly-silicon cells
and amorphous silicon cells. Experimental results show that atmospheric temperature has the strongest correlation with
the power output of poly-silicon cells, followed by wind speed and relative humidity. Relative humidity has the strong-
est correlation with the power output of amorphous silicon batteries, followed by atmospheric temperature and wind
speed. They determined that when the most relevant data are used as input for prediction, the training error of the
network is more minor and the execution time faster.

He et al. [30] propose a forecast model in photovoltaic power production based on an RNN model with a Bi-LSTM
structure. First, environmental factors affecting power generation are selected through Pearson's coefficient, and then
the design and implementation of the proposed model are detailed. Subsequently, the model is evaluated through an
actual data set collected from a photovoltaic energy plant in China. Experimental results show that the forecast error
for the proposed model was low and its fitting accuracy was better than models based on SVR, decision tree, random
forest and LSTM.

In the article by Chen and Chang [31], a method to forecast photovoltaic energy based on the Pearson coefficient is
proposed to eliminate irrelevant features. They use an RNN with LSTM units to fit the photovoltaic energy forecast
curve. The method uses Pearson's coefficients to analyze the influence of external conditions on the variation of photo-
voltaic power, and the model is validated through case studies. Their results show that factors such as solar radiation
intensity, temperature, and humidity play a decisive role in the variation of photovoltaic power. LSTM is compared
with conventional ANN algorithms, a radial basis function ANN, and time series, showing that the proposed method
obtains better performance.

Konstantinou et al. [32] they evaluate a model RNN for forecasting photovoltaic energy production 1.5 hours
ahead, using as input historical production records of a photovoltaic plant in Cyprus. Once the model is defined and
trained, the model performance is evaluated qualitatively using graphical tools and quantitatively by calculating the
RMSE and applying the cross-validation method. Their results show that the proposed model can predict well, with a
reasonably good RMSE, while when applying cross-validation, the mean of the resulting RMSE values drops consider-
ably.

Finally, the paper by Niccolai et al. [33] analyzes the predictive accuracy of three hybrid models that integrate
physical elements of the system with ANN. The first model combines ANN with the output of the five-parameter phys-
ical model of a photovoltaic module, in which the parameters are obtained from a data file. The second model obtains
the parameters from a matching procedure with historical data and an evolutionary algorithm called social network
optimization. Finally, the third model uses clear sky irradiance as input to the ANN. These three hybrid models are
compared with two physical approaches and a simple forecast based on shallow ANN. The results show that applying
hybrid models effectively achieves good predictive results.

From the works reviewed, it is possible to highlight that in the same context of forecast models for photovoltaic
energy production in solar plants, RNNs are used as the primary technique, with the LSTM structure prevailing, fol-
lowed by the GRU structure. However, there are various proposals and techniques used that can be categorized into
three groups: statistical approaches (regressions, Bayesian Networks, time series, ARIMA, ARMA), machine learning
techniques (ANN, RNN, SVM, GA), and hybrid approaches (combining statistical methods, machine learning, and
physical models).
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Regarding the validation of these models, it is common for these works to use a single metric, such as RMSE, while
leaving other metrics such as mean square error (MSE), mean absolute error (MAE), mean absolute percentage error
(MAPE), and the Pearson correlation coefficient in the background. There is a possibility to improve the model assess-
ment stage by using a combination of metrics to measure their performance. Additionally, it is observed that some
works do not have large amounts of data used for the training and validation of the models. This highlights the need
for more studies with larger datasets to ensure the accuracy and generalization of the proposed models.

Another important aspect to highlight from this literature review is that there are many factors that affect the gen-
eration of photovoltaic energy, which could be classified into two groups. Firstly, external factors associated with the
environment (such as weather), of which those that directly affect the generation of photovoltaic energy are the intensity
of solar radiation, ambient temperature, and relative humidity. Secondly, there are internal factors related to the com-
position of the photovoltaic modules and the solar plant, specifically the photovoltaic modules or panels and the ele-
ments that compose them, such as silicon and organic cells. These internal factors can be directly affected by solar radi-
ation, which increases the temperature inside the layers of these panels since not all radiation is converted into photo-
voltaic energy. Therefore, it is important to consider the quality of the components when analyzing photovoltaic energy
production.

The main innovation presented in this article, in relation to the analyzed works, is the use of a hybrid RNN-ANN
architecture as the base for generating forecast models. This architecture consists of two layers: the first layer uses LSTM
or GRU recurrent units, while the second layer uses shallow neuron units with MLP structure. This approach is tested
under the same input and internal configurations to forecast photovoltaic energy production.

Other important factors that differentiate this work from others are related to the large volume of data used, cov-
ering a full year of EAE production records and weather variable measurements for the same period. Additionally,
different models were generated by considering both the EAE and weather variables as inputs, as well as using only
weather variables. The work also explores various configurations for the hyperparameters of the RNN-ANN hybrid
model and use a combination of assessment metrics to measure the performance of the models obtained.

3. Materials and Method

3.1. Data Origin

Continuing from the previous research described in [7], this study generates forecast models using records of EAE
production combined with meteorological variables obtained from meteorological stations installed inside a solar plant.
The meteorological variables used are solar radiation (IRRAD), temperature (TEMP), wind speed (WS), wind angle
(WANG), as well as a timeline (date and time).

The data set corresponds to the same one used in the previous work, provided by Solar Brothers SPA of the Valle
Solar Oeste photovoltaic plant. It contains more than one hundred thousand records of one year of its photovoltaic
energy production and weather data.

This photovoltaic plant is located 12 kilometers from the center of the city of Copiap¢ in the Atacama region of
Chile. It is part of a project that includes three other photovoltaic plants: Malaquita, Cachiyuyo, and Valle Solar Este.
The solar plant covers an area of 30.2 hectares with an ideal maximum capacity of 11.5 Mega Watts (MW). Its photovol-
taic modules are 325 W poly-crystalline silicon modules with single-axis horizontal solar trackers

3.2. Work Methodology

The main objective of the study is to generate models to forecast the photovoltaic energy weekly production of a
solar plant with a high level of accuracy, based on historical production records and measurements of weather variables
in a period of one year. Figure 5 illustrates the general work method used to achieve this objective.
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Figure 1. General Working Method.

As shown in Figure 1, the data for this study comes from two sources: one providing EAE production records and
the other providing weather variables collected from weather stations installed inside the solar plant. To achieve the
study's objective, several operations must be performed on the data, such as integration, exploration, cleansing, filling
and transformation.

Moreover, an appropriate data representation for handling time series with RNN techniques must be prepared.
Afterwards, forecast models are generated using the RNN-ANN hybrid architecture with different hyperparameter
configurations. The generated models are then trained, validated, and assessed using performance metrics. Finally, the
models with the best performance and forecast results are selected, and the results are analyzed, interpreted, and com-
pared.

3.3. Preliminary Analysis and Data Preparation

The dataset is stored in separate CSV files, with each file containing information for a single month of measure-
ment. As a result, the frequency of the records varies. EAE measurements are taken hourly, while weather variables are
measured every 5 minutes.

The daily EAE production is measured in kilowatt-hours (kWh), and the weather variables are as follows: com-
pensated irradiation in watts per square meter (W/m?), ambient temperature in degrees Celsius (°C), wind speed in
kilometers per hour (km/h), and wind angle in degrees (°). The data is accompanied by a timeline consisting of date and
time.

To integrate data from both sources, an exploratory analysis was first carried out. It was observed that the values
of the weather variables did not vary substantially within one hour. Therefore, it was decided to establish the average
value of each weather variable for every hour, aligning them with the same hourly frequency as the records of the EAE
variable.

The variables related to date and time are combined into a single column. However, solar radiation presents diffi-
culties in the range of values due to negative values recorded by some pyranometers (solar radiation sensors) in the
absence of solar radiation, when they should be zero. To address this issue, all negative solar radiation records are
replaced with zeros. The data set also contains missing data in various segments, particularly in weather variables. To
address this, various data filling techniques are applied, depending on the characteristics of the variables.

Figure 2 shows a representative sample of one week of weather variable records. It can be observed that tempera-
ture and solar radiation behave similarly, indicating a high correlation. However, wind speed and angle exhibit a cha-
otic and irregular pattern. As a result, missing values are handled differently for these variables. Specifically, missing
values for wind speed and angle are filled using the previous value, considering that the curves of these variables show
local trends, and each value is closely related to the previous one.


https://doi.org/10.20944/preprints202305.0178.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 4 May 2023 d0i:10.20944/preprints202305.0178.v1

CCirANAN AR ANRANEANTAN
VA VANFANANVANTAN
RO AN ARNTANAVAN
NGNS

01 02 03 04 05 06 07 08
Timeline (day)

W/m?2

20
TEMP1

10

D. Celsius

200
WANG
0

km/h
° B
H
g

Degrees
s

Figure 2. Exploratory sample of records in weather variables.

In the case of variable temperature and solar radiation, a method of filling in missing data based on the average is
used. Each missing value is replaced by the average of the values of the seven days before or after, corresponding to the
same time of day. For example, if the temperature value of June 14 at 10:25 a.m. is absent, the average of the temperature
values at 10:25 a.m. of the seven days before is calculated, from June 7 until the 13th of the same month. The value
resulting from this calculation is used to replace the missing data. This method respects the local and daily trend of the
variables. It is valid and can be carried out since the missing data segments do not exceed 288 records. These methods
are selected for their speed of execution and satisfactory results for relatively small missing segments.

On the other hand, the electrical variable EAE does not have the problem of missing values. However, it does
present negative outliers in some records, which do not make sense in this type of data. It is inferred that this anomaly
may be caused by the measuring instrument used to capture the record of this variable. To solve this, the negative
values are replaced by their absolute value, taking into account that at the points where these anomalies occur, the
magnitude agrees with the expected values of the measurement.

In the EAE variable, there are also extreme values, and to address these cases, an analysis is carried out to identify
the limit threshold for the range of values of this variable. It is taken into consideration that the maximum power ob-
tained in the solar plant is around 9 MW, and for this reason, the threshold is set at 10 MW. As these cases are very rare,
the values that exceed 10 MW are replaced by the value corresponding to the first value belonging to the 0.99 quantile
of all the records of the variable.

Additionally, the monthly generation of EAE of the solar plant during the observation period is analyzed, as shown
in Figure 3. It can be observed, the months of greatest production of photovoltaic energy and that go from October to
March, must be Because in this area they correspond to the spring-summer seasons. The months of lower production
are from April to September in the autumn-winter seasons. This is mainly due to the behavior of solar radiation in these
stations, which is closely related to the EAE produced.
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Figure 3. EAE monthly production.

As mentioned above, the raw data is separated into different files per month, so a data integration task must be
performed initially by processing each file. Then, preprocessing tasks are carried out for each variable. Once all the
above steps are completed, the processed data is added to a single table that accumulates all the data for the work period
in chronological order.

3.4. Data Transformation

Once the previous data preparation has been completed, ad-hoc transformations must be carried out to be use it
appropriately by the RNN technique. These transformations should be based on the characteristics of the technique and
the model to be obtained. Both the inputs and the structure of the model must be prepared, and the dataset should be
divided before moving on to the modeling process.

For this particular work, it is necessary to transform the data into a supervised structure since RNN models require
training that is defined by input and output labels. Furthermore, considering that the research data is accompanied by
a time stamp and the research objective is to make time-based predictions.

Based on the above, it is decided to define the inputs of the model as time series, which means that each input is
composed of a sequence of n records. The models are trained by taking into account that for an output d;, there is an
input that covers several records from d;_; to d._,. This transformation of the data is performed as many times as
possible, considering the size of both the input and output sequences. Accordingly, the arrangement of the data is mod-
ified into input-output pairs, as shown in Figure 4.
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Figure 4. Sequence structure for time series.
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It is common for such transformations to undergo multiple changes during the data analysis process, typically due
to modifications in the model or during the evaluation stage. These changes may often involve adjusting the sizes of
the input and output sequences.

Finally, it is necessary to apply normalization to the data so that they can be re-scaled and managed within the
same range, which allows minimizing the effect of variation or noise. One of the most commonly used types of normal-
ization is the minimum-maximum normalization, which involves transforming each data point according to the follow-
ing equation:

¥ = X = Xmin
Xmax — Xmin (1)

This process is carried out independently for each variable since they have their own range and scale. Once the

model results are obtained, they must be inverted or denormalized to obtain the values in the original scale. For this

work, standardization is used since it yields better results.

3.5. Model Generation Tool

A computational tool has been developed to automate the entire process, from data extraction and cleansing to
data preparation and transformation, as well as the generation of forecasting models with their corresponding graphs,
model training and validation, and performance evaluation using various metrics. This tool provides a general frame-
work for carrying out time series forecasting tasks and can be adapted to different scenarios and data sources.

This tool is developed using the Python programming language and the TensorFlow framework, which has a com-
prehensive system of open-source tools, libraries, and resources that enable innovative machine learning. Additionally,
the Keras APl is used, which is one of the main components of TensorFlow and covers each step of the machine learning
workflow.

As an input, the tool requires two files: one with the training and validation dataset and another with the config-
ured hyperparameters. For each execution, the tool generates two output files. The first file contains the generated
model and its graphs of loss, forecast, and dispersion function curves, comparing the forecast data with the actual data
on the weekly production of EAE. The second file contains the results obtained for each of the metrics applied to the
model.

This method of building the computational tool provides flexibility and generalization of the inputs. For example,
it allows for the reconfiguration of hyperparameters to obtain a different model, changing the data set, or both inputs
simultaneously.

4. RNN-ANN Models

As mentioned earlier, the forecast models are generated using a base architecture proposed in the initial part of
this research, which is detailed on [7]. This hybrid RNN-ANN architecture consists of two hidden layers: the first one
composed of recurrent neurons with LSTM or GRU units, and the second layer with shallow neurons of MLP structure.

Different controlled experiments are conducted to obtain the models with the best performance, evaluated using a
combination of appropriate metrics. Two types of models are generated for this purpose:

1. Models with EAE records and weather variable measurements as input variables, accompanied by a
timeline;
2. Models that solely use weather variables as input variables, accompanied by a timeline;
In order to achieve better model performance, it is necessary to configure different hyperparameters based on their
characteristics. For example, the number of neurons in the hidden layers will vary between models with one input

variable and those with multiple variables. Similarly, for the second type of model, the number of batches and the
activation function may need to be adjusted based on the number and type of input variables.

4.1. Models whose input are EAE and weather variables

The hyperparameters that are considered for configuring these models mainly include the size of the input se-
quence, output size, percentage of data set division (for training and validation), type of recurrent neurons, number of
recurrent neurons (first hidden layer), number of shallow neurons (second hidden layer), batch size, number of epochs,
activation functions, loss function, learning rate, optimizer, and performance metrics. Table 1 presents some of these
hyperparameters, which have been applied to obtain the models for this work based on different tests.
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Table 1. Configuration of models with all variables.

Hyperparameters Configuration
#Recurrent Neurons 100
Activation Function Relu
Loss Function Huber
Optimizer Adam
Input Sequence Size 72
Dataset Split 80% Training, 20% Testing

It is important to highlight that in the preliminary tests of the models using the entire provided dataset, undesired
overtraining phenomena were observed when a training process of 100 epochs was defined. Therefore, after several
tests, the number of epochs was set to 20, as with this number the models were able to stabilize.

For these models, the variables used are EAE, IRRAD, TEMP, WS, and Timestamp (date and time). Starting from
this base model, preliminary experiments are carried out with different configurations for each hyperparameter until
results with a good level of forecast and acceptable ranges in the evaluation metrics are obtained. Based on the results
obtained for each hyperparameter, models with the best performance are pre-selected, as shown in Table 2.

For the hyperparameter number of inputs, two types of models are selected: some with three input variables (EAE,
IRRAD, and TEMP), and others with four input variables (EAE, IRRAD, TEMP, and WS), always accompanied by
Timestamp. For all these models, 20 recurrent neurons and a dataset split of 90% for training and 10% for testing are
used.

Table 2. Pre-selected models.

Activation Loss Optimizer Input Sequence = Number of
Models . . .
Function Function Size Inputs

Model 1 Relu MSE RMSprop 72 3
Model 2 Relu LogCosh RMSprop 72 3
Model3  LeakyReLU MSE RMSprop 72 3
Model 4 LeakyReLU MSE RMSprop 24 3
Model 5  LeakyReLU MSE RMSprop 24 4
Model 6  LeakyReLU MSE Adam 24 4

The results of the metrics for these models are presented in Table 3, where the best performance can be observed
compared to the other models previously tested.

Table 3. Results of metrics of pre-selected models.

Models Correlation Determination MSE MAE RMSE
Coefficient Coefficient

Model 1 0.962988 0.927196 0.045359 0.107983 0.212976
Model 2 0.963756 0.927210 0,043488 0.103623 0.208519
Model 3 0.962180 0.924341 0.040797 0.094496 0.201982
Model 4 0.965271 0.931373 0.039147 0.090114 0.197855
Model 5 0.964508 0.930250 0.040490 0.092352 0.201220
Model 6 0.960609 0.921630 0.043614 0.100860 0.208840

In Figures 5 and 6, the results of executing the six pre-selected models with the indicated hyperparameter config-
urations are graphically presented. Models 1 and 4 stand out due to their level of forecast approaching the real curve of
the data on the production of EAE, with model 4 presenting the best results in the metrics.
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Figure 6. Daily forecast of models with input sequence size 24.

In general, a reliable approximation to the actual production of EAE is noted, with the main failures occurring on
very isolated days with irregular weather phenomena. Furthermore, it is observed that model 6, despite not yielding
the best in the metrics results, is the most stable and presents fewer disturbances during hours of absent sun, due to the
Adam optimizer used to implement this model.

The loss function of these models is shown in Figure 7, where an appropriate behavior can be observed for each
one, as their training and testing curves converge in most cases, despite the small number of epochs used in training.
Model 2 stands out due to its use of a different loss function, and the models that receive a sequence of 72 elements as
input tend to undergo slight changes during the training process.
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Figure 7. Daily forecast of models with input sequence size 24.

4.2. Models whose input only weather variables

For this type of model, experiments are also conducted to analyze which input variables are most appropriate. A
base configuration is established to generate these models, with the main difference lying in the size of the input se-
quence, where one set is of size 72 and the other is of size 24 elements, as well as the combination of input variables
used. Table 4 presents the configuration of the hyperparameters for the base model.

Table 4. Model setup with only weather variables.

Hyperparameters Configuration
# Recurrent Neurons 20
Activation Function Relu

Loss Function LogCosh
Optimizer RMprop
Input Sequence Size 72/24

Data Set Split 90% Training, 10% Testing

Tables 5 and 6 show the results of the metrics achieved by the models with input sequence sizes of 72 and 24
elements, respectively, for different combinations of weather variables. In both cases, it is confirmed that the best com-
bination of input variables is solar radiation and temperature, which achieve the best results in performance metrics
such as correlation coefficient and determination coefficient.

Table 5. Results with size 72 in the sequence at the input.

Correlation Determination MSE MAE RMSE

Inputs Coefficient Coefficient
IRRAD, TEMP, WS 0.945908 0.888276 0.064001  0.114441  0.252984
IRRAD, TEMP 0.952505 0.906126 0.063654  0.121831  0.252297
IRRAD, WS 0.941199 0.868623 0.070948  0.127403  0.266360

TEMP, WS 0.893265 0.795375 0.129587  0.188416  0.359982
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Table 6. Results with size 24 in the sequence at the input.

Correlation Determination MSE MAE RMSE

Inputs Coefficient Coefficient
IRRAD, TEMP, WS 0.950260 0.901154 0.061535  0.110532  0.248053
IRRAD, TEMP 0.951835 0.904166 0.060122  0.108557  0.245197
IRRAD, WS 0.940340 0.882897 0.065238 0.115602  0.255417
TEMP, WS 0.900719 0.806981 0.129571  0.186893  0.359959

Figures 8 and 9 display the daily forecasts obtained by these models for input sequence sizes of 72 and 24 elements,
respectively. These graphs confirm that the combination of radiation and temperature variables provides a higher level
of forecast accuracy.
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Figure 8. Daily forecast of models with input sequence size 72.
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Figure 9. Daily forecast of models with input sequence size 24.

Since these models use only weather variables, they do not achieve better metric results than the first type of mod-
els. However, they still provide a forecast that closely matches the real data.
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5. Results and Discussion

Models were developed to accurately forecast weekly photovoltaic energy production based on historical EAE
records and weather measurements, both of which were accompanied by a timeline. These models were developed
with reference to various related works analyzed.

The main characteristic of the implemented RNN-ANN models, is that their architecture comprises a first hidden
layer consisting of recurrent neurons with LSTM or GRU units, and a second hidden layer consisting of shallow MLP
neurons.

There are several hyperparameters that need to be appropriately configured for the RNN-ANN forecasting model.

Various experiments are conducted from a base model to determine the appropriate hyperparameter configura-
tions. The experimental part of the work focuses on generating two types of models based on the input variables.

The first type of model utilizes the EAE variable along with the IRRAD, TEMP, and WS weather variables. It uses
20 recurrent neurons and divides the dataset into 90% for training and 10% for validation. The configurations can be
seen in Tables 1 and 2. Six models of this type are obtained, which yield good results in the evaluation metrics applied,
as shown in Table 3.

And for the second type of model, only weather variables are used and eight models are obtained with different
combinations of these variables, differentiated only by the input sequence size. The hyperparameters used for these
models include 20 recurrent neurons and a 90% training and 10% validation data set split, which can be seen in Tables
4,5, and 6.

The models of the second type present lower values in their metrics compared to the models of the first type, which
can be observed by comparing Tables 3, 5 and 6. This result is expected since the absence of the EAE variable as input
makes the model more prone to issuing output distortions. However, these models have the advantage of being able to
use information from a conventional weather forecast to predict the production of photovoltaic energy from a solar
plant.

Table 7 shows the metrics of the best-performing models from each type. For the first type, Model 4 achieved the
best results, while for the second type, is the model that forecast from the combination of the variables of solar radiation
and temperature.

Table 7. Selected models of each type.

Selected Models Correllaflon Determ‘ln.atlon MSE MAE RMSE
Coefficient Coefficient
Model 4 (of Table 3) 0.965271 0.931373 0.039147  0.090114  0.197855
Model with IRRAD and 0.951835 0.904166 0.060122  0.108557  0.245197

TEMP (of Table 6)

Although both models are capable of forecasting the weekly production of photovoltaic energy, they exhibit small
errors and differences in some observed intervals. Nevertheless, these predictions can become more useful by increasing
the volume of data and extending the forecast period.

Figures 10 and 11 illustrate some results of the chosen models, as indicated in Table 7. In each figure, graph (a)
displays the weekly forecast for the months of May and June, while graph (b) presents a scatter plot comparing the
predicted values to the actual values of the solar plant's weekly EAE production.
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Figure 10. Model with EAE and weather variables (a) Weekly forecast. (b) Dispersion between forecast and real values.
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Figure 11. Model with only weather variables (a) Weekly forecast. (b) Dispersion between forecast and real values.

It is observed that both models are able to accurately forecast the weekly production of photovoltaic energy, main-
taining a similar behavior to the curve of real values. The scatter plots indicate a clear correlation between the predicted
data and the actual data, although there are some points that are far from the ideal line, suggesting that further im-
provements can be made to the models.

Overall, it can be concluded that for weekly analysis, the models that incorporate the EAE variable provide better
forecast results compared to the models that use only meteorological variables as input. This suggests that the EAE
variable is a relevant factor to consider when predicting the production of photovoltaic energy.

6. Conclusions

With this study, it has been confirmed that the RNN-ANN hybrid architecture proposed in [7] is capable of gener-
ating accurate models to forecast the weekly production of photovoltaic energy in a solar plant. This was achieved by
considering various input variable combinations and hyperparameter configurations. The results demonstrate the po-
tential of this approach to improve the accuracy of energy production forecasting, which is critical for the efficient
management and planning of renewable energy systems.

The RNN-ANN hybrid architecture used differs from the approaches analyzed in this article, which also propose
hybrid models. However, these models use other techniques in combination with ANNs, such as SVM or GA, and
statistical models like Bayesian networks and ARIMA.
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Another noteworthy contribution of this work is the diversity and quantity of models presented. It is important to
note that two types of models were developed to forecast the weekly production of photovoltaic energy. The first type
of model utilizes EAE records and weather variables as input variables, and 6 models of this type were evaluated, as
shown in Table 3. The second type of model uses only weather variables, and 8 models of this type were evaluated, as
demonstrated in Tables 5 and 6.

In relation to the results of the generated models, both types of models achieve good precision in forecasting the
weekly production of photovoltaic energy, and the best performing model for each type is selected, as shown in Table
7. Model 4 of the first type has an RMSE of 0.19, MSE of 0.03, MAE of 0.09, a correlation coefficient of 0.96 and a coeffi-
cient of determination of 0.93. The selected model of the second type, while presenting less precision in some metrics
(RMSE = 0.24, MSE = 0.06, MAE = 0.10, Coef. Corr. = 0.95 and Coef. Det. = 0.90), still shows positive performance for
making predictions.

Another characteristic that stands out in this research work, compared to others analyzed in section 2, is the large
size of the dataset (more than 100,000 records) used for model training and validation. The dataset is made up of records
for a whole year and with one-hour intervals, both of historical EAE production and weather variables. This was clearly
one of the factors that contributed to the achievement of good forecast accuracy of the models obtained.

Another differentiating contribution of this research work is the development of a computational tool for imple-
menting the hybrid architecture. The tool was developed using Python language, TensorFlow framework, and Keras
API Its main feature is its simplicity and flexibility in generating different forecast models. The encapsulation and
generalization of the required hyperparameters, as well as the input data set, allow for the creation of a large number
and variety of models. For each model, the tool generates separate files containing resulting graphs (prediction, loss
function, prediction dispersion), as well as the results of all performance metrics.

The generality of this computational tool allows it to be applied in other contexts that require generating predictive
models based on time series using RNNs. It would only be necessary to adjust the input data set by following the
transformations described in subsection 3.4 of section 3, and to configure the required hyperparameters indicated in
section 4 (Tables 1, 2, 4, 5 and 6).

It is important to mention that the accuracy of the models can be affected by different factors, both internal and
external. Among the internal factors, one can consider the configuration of hyperparameters and the size of the dataset
used for both training and validating the models. External factors are generally associated with physical aspects such
as the composition of photovoltaic modules, failures in solar plant installations or photovoltaic panels, damages or
mismatches in weather stations, among others.

The forecast models generated are useful tools for solar plants and their operators. Through the forecasts they
provide, efficient planning can be carried out to achieve a balance between the generation capacity and consumption of
photovoltaic energy. Improving the accuracy of the predictive models is essential to have a more reliable estimate of
photovoltaic energy production, which can be added to existing electrical systems. These models can be validated using
new data that represent different weather circumstances.

As future work, the following topics will be addressed:

e Generation of models with other RNN configurations and new combinations of hyperparameters to
achieve greater precision;

¢ Increasing the sample dataset by incorporating new data records for the model training and validation
processes;

¢ Generating new models by integrating variables related to external factors or physical aspects such as
elements of the internal composition of photovoltaic modules, temperature generated by solar radiation
on these components, among other aspects;

e Further research could explore the application of this approach to other renewable energy sources and
the optimization of hyperparameters to improve model accuracy even further.
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