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#### Abstract

We present a geometric field theory in which the action and field equation are constructed from an ultra-high-density vector field and its covariant derivative and have full general covariance in a higher-dimensional spacetime. The field equation is the simplest possible generalisation of the Poisson equation for gravity consistent with general covariance and the equivalence principle. It contains the Ricci tensor and metric acting as operators on the vector field.

If the covariant derivative is diagonalisable across a neighbourhood under real changes of coordinate basis, spacetime coincides with a product manifold. The dimensionalities of the factor spaces are determined by its eigenvalues and hence by its algebraic invariants. Tensors decompose into multiplets which have both Lorentz and internal symmetry indices.

The field equation has a 'classical vacuum' solution which is a product of Minkowski spacetime and an Einstein manifold. A worked example is provided in six dimensions.

Away from this classical vacuum, connection components in appropriate coordinates include $S O(N)$ gauge fields. The Riemann tensor includes their field strength. Unitary gauge symmetries act indirectly on tensor fields and some or all of the unitary gauge fields are found amongst the $S O(N)$ gauge fields.

Symmetry restoration occurs at the zero-curvature 'decompactification limit', in which all dimensions appear on the same footing.
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The material has been fully revised and updated for this paper.

## 1 Introduction

### 1.1 Einstein's search for a Unified Field Theory

Following the publication of general relativity (GR) in 1915, Einstein famously spent much of the rest of his life in the search for a unified field theory of gravity and electromagnetism. In the course of this search, he looked into extending the dimensionality of spacetime and also into notions of distant parallelism 1]. From the analysis presented in this paper, it seems clear that he could not have succeeded in his aim, due to a lack of certain conceptual ingredients which were not understood in his lifetime.

Firstly, unification of gravity with non-gravitational forces, in the way that Einstein desired, requires a modern understanding of these forces as gauge fields associated with local symmetries. Two crucial papers in developing this notion were those by Yang and Mills 2 published in the year before Einstein's death, and Utiyama 3 published in the year after.

Other key ingredients are the transformation properties of coset spaces and the concept of symmetry breaking. These were developed, and the relationships between them revealed, in the 1960s (see Section 2.2). These concepts were not applied to higher-dimensional theories until the late 1970s and early 1980s, and even then, not usually in ways which were consistent with Einstein's cherished principle of general covariance (see Section 2.1).

These would have been necessary ingredients for Einstein's approach to be successful. In addition, the concepts underlying the analysis of distant parallelism were usefully developed by Pereira and others in the 2000s and early 2010s - see, for example, 4, 5, 6, 7. This paper and its predecessors 8, 8, 9 make use of all of these ingredients to take the subject of Kaluza-Klein theories and spontaneous compactification in a new direction, while staying faithful to the principles and philosophy of Einstein's search.

### 1.2 Challenges to achieving unification and general approach of this paper

The current frontier of our understanding of how our universe works is based on two types of theory.

One is quantum field theory, which describes the working of the strong and electroweak interactions. In this framework, gauge potentials are coupled to matter fields by replacing partial derivatives with covariant derivatives.

The other is GR, describing gravity, which could be termed a 'geometric field theory'. In GR, there are also covariant derivatives, containing the Levi-Civita con-
nection. This connection transforms in a similar way to gauge potentials. The depth of these parallels was first brought to light by Utiyama 3 in 1955.

In light of this, vast effort has gone into developing a quantum field theory of gravity. The problems with this are well known. Much of the motivation for this has been the success of the quantum field theory framework, both in its predictive power and in unifying interactions. For example, it has allowed us to understand that electromagnetism and the weak interaction are facets of a single electroweak interaction.

GR, however, is a very different type of theory. Its symmetries are not internal symmetries relating components of field multiplets, but the symmetries of four-dimensional spacetime. Moreover, its basic concepts are geometrical ones of connections and curvature, which are not manifest in the quantum field theories.

It seems far from obvious that a unified framework for handling both gravity and other interactions should be based on quantum field theory. It must contain quantum field theories and GR as limiting cases, but why should it not be a geometrical field theory or indeed some other kind of theory, as yet unknown?

Indeed, the first 'unification theories' were classical field theories. Maxwell's electromagnetism unifies magnetic and electrical effects in a single theory. While quantum mechanics was still being developed, Nordström 10, 11, 12, Kaluza 13 and Klein 14 , 15. 16. proposed theories which sought to unify gravity and electromagnetism. These were based on adding an extra spatial dimension to the four-dimensional spacetime of relativity.

Kaluza-Klein theory succeeded in reproducing the Einstein-Hilbert-Maxwell action, although its method for explaining charge quantisation was not consistent with observed masses 17. Furthermore, after the Second World War, attention turned to the strong and weak nuclear interactions. The quantum field theory framework was found to be admirably suited to describing these. Theories of spontaneous symmetry breaking were developed within this framework. Initially, this work focused on global symmetries, but this was extended to local symmetries 18, 19, 20, 21, 22, allowing electromagnetism to be unified with the weak interaction 23,24 and then the strong interaction 25.

A further issue with Kaluza-Klein theory was that it provided no reason for one of the dimensions to be compact. This was addressed when the mechanism of spontaneous compactification was proposed in the late 1970s. The early papers utilised a scalar potential, based on the techniques of spontaneous symmetry breaking 26, 27. By contrast, some papers in the early 1980s triggered compactification using a gauge field 28, 29, 30].

However, these papers sought to incorporate 'internal' interactions, which are described in terms of unitary symmetries. These are not symmetries of spacetime. The geometry to describe the gauge fields for these interactions is one based on fibre bundles. Therefore research focused on mechanisms which would result in these fibre bundle structures after compactification. Furthermore, O'Raifeartaigh's no-go theorem 31 limited the way in which these symmetries could be unified with those of the Poincaré group. O'Raifeartaigh looked at ways in which the Lie algebras of the

Poincaré group and an internal symmetry could be embedded in a larger Lie algebra. He found that 'none of these (except the direct sum) seems to be particularly attractive from the physical point of view'. This conclusion was strengthened for quantum field theories by the Coleman-Mandula no-go theorem 32 . The only known exception to this was supersymmetry (which in addition provided a solution to the hierarchy problem, by guaranteeing cancellation of quadratic divergences at all orders in perturbation theory). Consequently, most of the research either includes supersymmetry and supergravity explicitly or is constructed in such a way as to facilitate supersymmetric extensions.

We take a different approach in this paper. Unitary groups can be defined in terms of the inner products of complex vectors. Unitary symmetries therefore arise naturally when considering spinor multiplets. They do not appear in the transformation properties of the tensor fields of GR. However, the outer product of a spinor and its conjugate or adjoint can always be decomposed into tensor fields. A unitary group acts on the spinor and its conjugate or adjoint, but this induces a transformation on the tensors of the outer product. These transformations include orthogonal or pseudo-orthogonal transformations, which are isometries on the tangent space, and are amongst the general linear transformations induced by changes of coordinates. We therefore take the approach that a geometric unified field theory should include tensors of orthogonal groups related to internal symmetries.

Unlike the theories based on fibre bundles, we start by asking what spontaneous compactification would look like if the extra dimensions are real spacetime dimensions on exactly the same footing as the four familiar ones. For an $N$-dimensional theory, bases on a given tangent space are then related by elements of a group isomorphic to $G L(N, \mathbb{R})$. The orthonormality of a frame basis is preserved by a subgroup isomorphic to its maximal pseudo-orthogonal subgroup. This is the group of transformations we want to be included in those of the outer product of the spinor and its conjugate or adjoint.

It is possible to study the decomposition of the $G L(N, \mathbb{R})$ group of basis changes with respect to its maximal pseudo-orthogonal subgroup. This leads naturally to the Weitzenböck connection of teleparallelism 8 .

However, for the current study, it turns out to be the Levi-Civita connection and the associated covariant derivative of a vector, $\stackrel{\circ}{D}_{I} M^{J}$, which are crucial to the spontaneous compactification described here. This is due to the Levi-Civita connection's role in describing curvature. (Although it would be interesting to translate the study here into the teleparallel language and see what that reveals.) The field equation we shall derive is based upon this quantity $\check{D}_{I} M^{J}$. We will derive it in two different ways. The more comprehensive method is by finding a covariant version of Poisson's equation for gravity. But prior to that, we shall take a model building-type approach, giving heuristic reasons why we want to use this quantity, constructing an action from it, and finding the corresponding Euler-Lagrange equation.

The primary decomposition of $G L(N, \mathbb{R})$ is also different from that in 8 - it is with respect to a direct product of general linear groups 9 . However, one or more of these general linear groups correspond to the compact subspace, and these are then
decomposed further, with respect to their maximal orthogonal subgroups. This is what allows the identification of the gauge fields. It is therefore important to understand this kind of decomposition from the outset.

### 1.3 Structure of this paper

In Section 2, we summarise some aspects of existing literature in two fields of research:

- Kaluza-Klein theories and spontaneous compactification;
- Non-linear realisations and spontaneous symmetry breaking.

As indicated above, this paper navigates the subtle interplay between the concepts in these two bodies of theory. The existing Kaluza-Klein theories and models of compactification vary widely in their features. The theory presented in this paper has similarities and differences with each of these, so we take time to spell these out. In a similar way, the analysis in this paper includes symmetry breaking, and while the mathematics is very similar to that used in non-linear realisations, the way the symmetry is broken is very different. Also, most theoretical physicists have a superficial knowledge of this subject area at best, so it is worth providing a summary.

Having done this, we are in a position to provide a clearer, more detailed expression of what motivates this study, which we do in Section 3. This culminates in providing a motivation for basing our field equation on $\check{D}_{I} M^{J}$ and using orbits of its 'indexaligned' part to determine the compactification pattern.

From this point, we are able to get into the real substance of this fully covariant model of compactification. But this paper is the third of a series on this subject and some recapping of the content of the other two is necessary, before we can progress to new material. This is done in Section 4 The first part of this recaps relevant parts of [8]: its decomposition of the group of changes of coordinate basis and the two types of connection it describes. The second part summarises 9 and its analysis of Kaluza-Klein-type compactification on a product spacetime. It covers:

- the decomposition with respect to a direct product of general linear groups;
- how the presence of diagonalisable tensors provides information about these groups and the dimensionalities of the factor spaces;
- the decomposition of tensors on these spaces;
- how the Levi-Civita connection for such spaces can describe both gravity and gauge fields.

The detailed new material starts in Section 5. In this short section, we describe how the index-aligned part of $\check{D}_{I} M^{J}, D_{I}^{J}$, may be used as the tensor which determines dimensionalities of the factor spaces and symmetries of the compactified spacetime.

While this determines the dimensionalities and symmetries, it does not tell us about the curvature of spacetime and the distribution of the field $M^{J}$. For this, we need a field equation. This is the subject of Sections 6 and 7

In Section 6, we take a linear sum of two terms as a Lagrangian density. One is a mass term for $M^{J}$ and the other is the trace of the square of $D_{I} M^{J}$. This gives a second order differential equation. We then rewrite this in a way which involves the Ricci tensor. Thus we determine the field equation up to a proportionality constant.

In Section 7, we take a different approach. Laplace's equation for gravity is not generally covariant, being based on scalars and three-vectors. We search for an amended version of it which is both tensorial and consistent with the equivalence principle, by examining the three-acceleration of a test particle freely falling in a gravitational field. The result is another equation in $\check{D}_{I} M^{J}$ - essentially that which we had found in Section 6 with the term resulting from the mass term reduced to zero. This allows us identify the full field equation of Section 6 with (a tensorial generalisation of) Poisson's equation. This gives us the proportionality constant - just as it is found in GR, but with a simpler correspondence between the tensorial and Newtonian equations.

In Sections 8 and 9 we turn to the properties and solutions of the field equation.
In Section 8, we note that the field equation is an eigenvalue equation which describes the relationship between curvature and matter distribution. There may be spacetimes for which the operator in this equation is trivial. But for other solutions for which $D_{I}^{J}$ is diagonalisable, its invariants may be used to classify the solutions, according to the dimensionalities of the factor spaces, as set out in Section 5 We then search for solutions which represent the 'classical vacuum' of the theory, for an arbitrary number of additional dimensions. We find that there is a solution which four-dimensional spacetime is flat and the space of the additional dimensions is curved. There is also a solution for which both of these are curved, but it requires their Ricci scalars to be around the same order of magnitude.

In Section 9, we apply this theory to the case where $N=6$. We find the characteristic equation for $D_{I}^{J}$ for a classical vacuum solution, and the constraints on its algebraic invariants. The compact factor space here is a two-sphere. We calculate the Levi-Civita components in polar coordinates. By substituting these into the matrix form of $D_{I} M^{J}$ in $y$-coordinates, we find a configuration of $M^{I}$ that satisfies the constraints. We also use the Levi-Civita components to find the Ricci tensor and show that the configuration of $M^{I}$ satisfies the field equation. This provides us with a relation between the radius of the two-sphere and the density of the $M^{I}$ field. The density needs to be extremely high for compactification to sub-nuclear scales.

This concludes the main content of the paper.
In Section 10, we discuss some issues that were not covered in previous sections. These include:

- Putting additional matter multiplets in the system and how this affects the geometry;
- A field equation for the gauge fields;
- Transformations which mix Lorentz tensors;
- Translations;
- Isometries of spherical factor spaces;
- Quantum numbers, including charge quantisation;
- How the model evades O'Raifeartaigh's no-go theorem;
- Symmetry restoration at the decompactification limit;
- The meaning of energy in the model;
- Infinite curvature and dimensional reduction.

Finally, we conclude in Section 11 with a summary of what we have done and recapping some key features of the model.

### 1.4 Notation and mathematical language

This paper follows the language and notation of its predecessors, 8, 9]. It is designed to fit a conceptual structure with group theory at its heart. Indices run as follows:

- Greek indices relate to our familiar four-dimensional spacetime and run $01,2,3$;
- Upper-case Latin indices from the end of the alphabet ( $W, X, Y, Z$ ) relate to additional dimensions and run from 5 to $N$, where $N$ is the total number of space and time dimensions;
- Upper-case Latin indices from the middle of the alphabet ( $I, J, K, L, M, N$ ) relate to additional dimensions and run from 5 to $N$, where $N$ is the total number of space and time dimensions;
- Upper-case Latin indices from the middle of the alphabet $(i, j, k)$ run $1,2,3$, for example for macroscopic spatial dimensions.

Some other aspects of this, which may take some getting used to for researchers who come from different traditions, are as follows:

- We use the same indices for coordinate bases and frame bases, as frame bases may also be coordinate bases in some situations, and form part of the same carrier space for the transformations;
- These indices are usually used explicitly, rather than using the language of differential forms and exterior derivatives;
- The groups involved in this paper are considered to act directly on the bases on tangent spaces. These bases are given the abstract notation $\mathbf{e}_{I}$ and $\hat{\mathbf{n}}_{I}$, rather than considering them as differential operators, with the hat representing an orthonormal basis;
- Most of the time, we avoid talking about 'tetrad fields' altogether, preferring to talk about transformations between coordinate bases and various frame bases;
- We largely avoid the language of fibre bundles, as we are seeking to emphasise firstly how the group transformations are induced by changes of coordinates, and secondly how four-dimensional spacetime and the compact space relating to internal symmetries are two subspaces of a higher-dimensional spacetime that have similar properties within the theory;
- We follow the notation of Pereira [6] and 8] and use a circle above a connection or covariant derivative to specify that it is a Levi-Civita connection or covariant derivative. Similarly dots above connections or covariant derivatives denote that they are Weitzenböck ones;
- Where we need to specify which coordinate system a set of tensor components relates to, we will do so by putting it in brackets in a superscript or subscript. For example, the components of a vector $\mathbf{V}$ in a coordinate system $u^{\prime I}$ will be written $V_{\left(u^{\prime}\right)}^{I}$;
- Where we are evaluating a quantity at a given point, we generally state explicitly which point it is evaluated at, to avoid confusion between the value of the quantity and the functional form of that quantity;
- A metric is denoted with a Roman g , for example $\mathrm{g}_{I J}$, to distinguish it from the element $g_{I}{ }^{J}$ of the group $G$ (more clearly than just the position of the indices).


## 2 Existing literature from other authors

### 2.1 Kaluza-Klein theories and spontaneous compactification

This subsection reviews some of the research which represented significant developments in these subjects. It focuses particularly on three things:

- The spacetime on which the theory is based;
- What the internal transformation group acts upon (where this is stated);
- How its gauge fields appear in the theory.

It concentrates on papers which are particularly relevant to the study in this article. We will see how diverse these papers are, and how their features vary in how natural they appear.

### 2.1.1 Kaluza-Klein theories of the 1920s-1960s

Just six years after GR was published, Kaluza 13 proposed what could be called the first geometric unification theory. The theory presented in this paper was largely algebraic. It postulated a five-dimensional metric, then from this it derived a LeviCivita connection, a Riemann tensor and a geodesic equation. The electromagnetic
potential $A_{\mu}$ forms four components of the metric. The connection then contains its field strength, $F_{\mu \nu}$.

The paper says little about geometry. However, the state parameters are taken to be independent or largely independent of the fifth coordinate and this is termed the 'cylinder condition'. In correspondence relating to this paper between Kaluza and Einstein, Einstein said

The idea of achieving [a unified field theory] by means of a five-dimensional cylinder world never dawned on me 33
so clearly this shape of spacetime was assumed by them.
Klein 14] adapted this theory. At the time of writing, I do not have access to his original paper, but many features of it are clear from recent papers which describe it. Klein used a different metric, with the form 15

$$
\mathrm{g}_{I J}=\left(\begin{array}{cc}
\mathrm{g}_{\mu \nu}+k A_{\mu} A_{\nu} & k A_{\mu}  \tag{1}\\
k A_{\nu} & k
\end{array}\right)
$$

where $k$ is a constant. Again, the connection contains $F_{\mu \nu}$. He calculated the Ricci tensor and the Ricci scalar. The five-dimensional Einstein-Hilbert action was found to equal the four-dimensional Einstein-Hilbert-Maxwell action 15 . Goenner 33 tells us that

A main motivation for Klein was to relate the fifth dimension with quantum physics. From a postulated five-dimensional wave equation ... and by neglecting the gravitational field, he arrived at the four-dimensional Schrödinger equation after insertion of the quantum mechanical differential operators $-\frac{i \hbar}{2 \pi} \frac{\partial}{\partial x}$

He assumed the extra dimension to be a physical one and calculated its radius to be of the order of $10^{-32} \mathrm{~m}$.

The spacetime here is isometric to $M^{4} \times S^{1}$. Indeed, I have shown in 9 how the Klein metric may be derived from a canonical metric on this space, using a change of coordinates in which $A_{\mu}$ appear as coefficients. (That is, $A_{\mu}$ are components of the Jacobian matrix for the transformation.)

Jordan and Thiry effectively relaxed this isometry condition (see 34, 35 - again, I do not have access to the original works). They generalised the spacetime to one homeomorphic to Klein's spacetime, by allowing the radius of the compact dimension to vary over four-dimensional spacetime.

In 1953, Pauli extended Klein's theory to try to account for isospin in mesons, in work which he never published. However, this research is summarised in an article by Straumann 36. He replaced Klein's $S^{1}$ extra dimension by an $S^{2}$ field space. Once again, the gauge fields appeared as coefficients in the interval, when expressed in the appropriate coordinates. This essentially results in the $S U(2)$ Yang-Mills gauge theory. This was the year before Yang and Mills submitted their paper for publication 2], in which an $S U(2)$ gauge group acts on a two-component wavefunction (for example,
representing a proton and neutron). In hindsight, this model works by taking advantage of the homomorphism between $S U(2)$ and $S O(3)$, as described in Section 7.4 of 9 .

The generalisation of Kaluza-Klein theory for an arbitrary non-Abelian gauge group was put forward by Kerner in 196837 . This analysis is explicitly carried out in a fibre bundle formulation. The base space is four-dimensional spacetime and the group space provides the fibres. The aim is to produce the same kind of decomposition of the action as Klein achieved. The resulting differential geometry, in terms of how the gauge fields appear, is somewhat mixed up. A starting postulate is that
there is a connection in the bundle, given by a Lie algebra valued 1-form A on the bundle manifold.

This has component $\left\{^{1}\right.$ which in our notation would be written $A_{\mu}^{X}$. However, use of local geodesic coordinates means that the $A_{\mu}^{X}$ appear in the metric for these coordinates (as undifferentiated factors):

$$
\mathrm{g}_{I J}=\left(\begin{array}{cc}
\mathrm{g}_{\mu \nu}+\mathrm{g}_{X Y} A_{\mu}^{X} A_{\nu}^{Y} & \mathrm{~g}_{X Y} A_{\mu}^{X}  \tag{2}\\
\mathrm{~g}_{X Y} A_{\nu}^{Y} & \mathrm{~g}_{X Y}
\end{array}\right) .
$$

Consequently, the gauge field appears in the Levi-Civita connection components in both differentiated and undifferentiated factors. This feature persists into the components of the Ricci tensor. After calculating the Ricci scalar and confirming it has the desired form, the paper then studies the resulting geodesic equation.

### 2.1.2 Spontaneous compactification

The study of spontaneous compactification in the 1970s and 1980s was started by Cremmer and Scherk 26]. They proposed a model in six dimensions. The fundamental multiplets in this model were the metric field (with Einstein-Hilbert action), the gauge field of an $S O(3)$ internal symmetry and a Lorentz scalar multiplet which transformed under the action of the defining representation of $S O(3)$. The scalar multiplet acted as a Higgs field which could cause two of the dimensions to spontaneously compactify to a two-sphere. Thus in this paper, the gauge field is put in 'by hand' at the outset, while the resulting spacetime has a four-dimensional factor and an $S^{2}$ factor.

This model was generalised by Luciani 27 to one with an arbitrary number of extra dimensions, which started with the metric field, the gauge field of a group $K$ and a Higgs multiplet. The compact space $S$ was now acted on directly by a group $G$. If $G=K$, and the symmetry breaking left $H \subset G$ unbroken, then the gauge fields after compactification could be associated with the Killing vectors of the one-parameter subgroups of $G$ not in $H$. However, $G$ could alternatively be a non-trivial subgroup of $K$. In this case, the maximal subgroup of $K$ which commutes with $G$ would also be left unbroken.

[^0]A series of papers in the early 1980s by Volkov, Sorokin and Tkach considered models with only metric fields and gauge fields - no scalar fields were required. The gauge field multiplet acts as a matter source for gravity which causes curvature. Symmetric internal spaces, with the form $G / H$, are found to be solutions to the field equations satisfying the ansatz that the gauge field strength is covariantly constant in all coordinate directions. $H$ is the holonomy group of the internal space 30. This may be either a simple group or a product of simple groups 38 . It is not necessary for the gauge field triggering the compactification to be one for the whole of $G$ the model can start with gauge fields for $H$ only 29 or even an invariant subgroup of $H[38$. The field equations have a solution in which the gauge fields are equal to the spin connections associated with the Levi-Civita connection on the internal space 28 , 39.

These models, with connections related to spin connections and no Higgs-type multiplet, superficially look different from those of Cremmer and Scherk and Luciani. However, it was shown that when the Luciani model with $G=K$ is applied to a case where the internal space is symmetric, it reduces to the connection-based model 39 . This is because the components of the gauge fields of $G$ which are associated with $G / H$ are non-dynamical: they have zero intensity and can be eliminated using a gauge transformation.

### 2.1.3 Kaluza-Klein theories of the 1970s and 1980s

These papers investigating mechanisms of spontaneous compactification also formed a basis for the further development of Kaluza-Klein theories. Various authors did not concern themselves with how compactification arose, but focused on the field content arising from it. Scherk and Schwarz 40 and Salam and Strathdee 41 addressed symmetry aspects of the resulting spacetime, starting with the geometrical fields - the vielbein, metric and connection - and then proceeding to other fields that might be in the system. Salam and Strathdee provided important theory on harmonic expansions on an internal quotient space.

Manton[42], on the other hand, considered symmetry breaking patterns for a gauge field for a simple, compact Lie group on $M^{4} \times S^{2}$. He looked for solutions where the unbroken gauge group is $S U(2) \otimes U(1)$. The four-dimensional effective Lagrangian turned out to be just that for the bosonic part of electroweak theory.

### 2.2 Non-linear realisations and spontaneous symmetry breaking

This subsection summarises the conceptual development of non-linear realisations and their description in terms of coset spaces, and how these relate to spontaneous symmetry breaking (SSB). It focuses on the aspects which are of most relevance to this paper.

Goldstone's first paper 43 on SSB and Gell-Mann and Lévy's paper 44 which introduced the non-linear sigma model were both submitted for publication in Nuovo Cimento in 1960. However, these topics were studied in such different ways that it
was not proved until after nearly a decade of research that they were two sides of the same coin

Goldstone's paper and a follow-up with Salam and Weinberg 45 looked at potentials with degenerate minima constructed out of scalar fields. They found that whenever a Lagrangian has an invariance under a continuous global symmetry group which is not (fully) shared by its vacuum states, there will be spinless fields of zero mass present. These became known as Goldstone bosons.

Gell-Mann and Lévy considered three models relating to pion decays in a system of pions and nucleons. The third of these effectively took a multiplet of four scalar fields and constrained its length, allowing them to eliminate one of the fields from the Lagrangian. This was the first of many papers in the 1960s in which scalars were included non-linearly in the Lagrangian, so that the full symmetries of the system were not explicit. Much of the early work revolved around one particular realisation of a chiral group (for example, [46, 47, 48, 49]). However, in 1969, Callan, Coleman, Wess and Zumino 50, 51 showed how a coset decomposition of a linear Lie group $G$ could be used to find the most general form of a Lagrangian in which a subgroup $H$ was linearly represented but the rest of the symmetries were realised non-linearly.

The geometry of these non-linear realisations was examined further by Isham 52, who introduced the concepts of Killing vectors and of a metric (prompted by Meetz (53), and later by Boulware and Brown (54.

The extension of Goldstone's mechanism of SSB to a gauge symmetry became known as the Higgs mechanism, following a series of papers in the mid 1960s 18,19 20, but the non-Abelian case was addressed by Kibble 21. This paper again used a coset decomposition of the invariance group of the Lagrangian. It pointed out that the vacuum manifold could be identified with the coset space.

This led researchers to realise that non-linear realisations represented the lowenergy effective theory where a global symmetry was spontaneously broken - this was shown by Honerkamp 55 in a specific case and by Salam and Strathdee 22 in the general case.

From this viewpoint, the coset space $G / H$ represents the vacuum manifold - a submanifold of the field space of the linear representation which is used to break the symmetry. It is therefore crucial to start with scalar fields in the appropriate representation to allow this. This issue was emphasised by Isham[56]. Once this is done, representatives of $G / H$ can be used to map every other $G$-multiplet in the system into an $H$-multiplet.

## 3 Motivations behind this model of covariant compactification

In 1876, Clifford suggested that the
...variation of the curvature of space is what really happens in that phenomenon we call the motion of matter... That in the physical world nothing else takes place but this variation. 57

This idea is expressed by Davies as
the forces and fields ... themselves being explained in terms of geometry 58 .

We are familiar with taking measurements in space using a ruler and in time by using a clock. This is the spacetime of the 'physical world', as Clifford puts it. It is hard to see how a ruler or a clock could (hypothetically) be applied to the internal field spaces of Gell-Mann and Levy's sigma models or those in the models proposed by Kerner and Luciani.

The idea behind the model proposed here is to see how far we can take Clifford's notion. There should be a limit which we can smoothly approach in which all the dimensions appear in the equations on an equal footing. That is, the theory should be fully covariant over all $N$ dimensions. In this limit, one cannot distinguish between any of the spatial dimensions. Time would only differ from these by its signature and the consequences of that, as happens in relativity.

However, under conditions which represent the universe we live in, the additional dimensions would form a compact subspace. In this curved spacetime, we would want some components of the curvature to represent gravity and other components to represent gauge fields. That is, the gauge fields would not have to be 'inserted by hand' as they are in the papers on spontaneous compactification described above rather, they would appear in the geometry, as in the original models of Kaluza and Klein.

The immediate problem is that the known gauge symmetries are unitary symmetries, rather than spacetime symmetries. But a clue to resolving this can be found by considering the symmetries of the compact spaces in the pre-1960 Kaluza-Klein theories described above. In Kaluza and Klein's work, and its extension by Jordan and Thiry, which includes a $U(1)$ gauge field, the compact space is $S^{1}$. Rotations around this space form the group $S O(2)$. In Pauli's model, which includes a $S U(2)$ gauge field, the compact space is $S^{2}$. Rotations around this space form the group $S O(3)$. These are possible because the unitary group has a vector representation which is an $S O(N)$ group.

This property is unique to $U(1)$ and $S U(2)$. However, there is a generalisation which can be used for any unitary group of the form $U(d)$ or $S U(d)$ where $d=2^{n}$, with $n$ an integer.

In this case, the direct action of the unitary group is on a $d$-dimensional spinor multiplet of an orthogonal group. This spinor transforms as the (direct sum) Weyl representation of $S O(2 n)$, the sole spinor representation of $S O(2 n+1)$ and as a fundamental representation of $S O(2 n+2)$. For example, if $n=4$, the group $S U(16)$ acts directly on a 16 -dimensional spinor. This transforms as the direct sum of the two spinors of $S O(8)$, the spinor representation of $S O(9)$ and either the left-handed or right-handed spinor of $S O(10)$.

The unitary group then acts by conjugation on the direct product of a spinor and its conjugate. This direct product can be decomposed into tensors of the corresponding orthogonal symmetries. $U(d)$ preserves orthonormality on complex vector space, which
describes the local values of the spinor fields, just as $O(N)$ preserves orthonormality on a real vector space, which describes the local values of vector fields contained in the decomposition. The $S O(N)$ rotations are contained in the indirect action of the unitary group on the outer product.

Hence if we extend our four-dimensional spacetime to include $s_{2}=2 n, s_{2}=2 n+1$ or $s_{2}=2 n+2$ additional dimensions, rotations in these extra dimensions may be induced by an $S U(d)$ transformation of a spinor. The gauge fields of $S O\left(s_{2}\right)$ then span part or all of the space of the $S U(d)$ gauge fields.

The extra dimensions would form a compact space in our universe. This would give the full N -dimensional spacetime an $S O(1,3) \otimes S O\left(s_{2}\right)$ symmetry.

However, we could consider what happens as the curvature of the compact space is reduced steadily to zero. This would give us a 'decompactification limit'. In this limit, the $S O(1,3) \otimes S O\left(s_{2}\right)$ symmetry would be extended to an $S O\left(1,3+s_{2}\right)$ symmetry of rotations and boosts.

In such a limit, any matter fields would form multiplets of this full $N$-dimensional symmetry group. If we want to derive field equations for the model from an action, the action would need to be expressed in terms of these $N$-dimensional multiplets.

However, in our universe, we expect these to break into multiplets of $S O(1,3) \otimes$ $S O\left(s_{2}\right)$.

For example, if the universe has two additional dimensions, the decompactification limit is a six-dimensional flat spacetime. Rotations and boosts in this universe form an $S O(1,5)$ group. The spacetime has six-dimensional vectors and a rank-two tensor field $X^{I}{ }_{J}$ has two indices running $1,2, \ldots, 6$. Under conditions which represent our universe, spacetime becomes a product manifold with two factors: one is our familiar four-dimensional spacetime and the other is a compact two-space. A six-vector then decomposes into a Lorentz four-vector and a two-vector of the internal $S O(2)$ symmetry. A rank-two tensor will similarly decompose into tensors with Lorentz and internal indices: $X^{\mu}{ }_{\nu}, X^{\mu}{ }_{X}, X^{X}{ }_{\nu}, X^{X}{ }_{Y}$.

This decomposition of tensors of a group into those of a subgroup tells us that the coset space methods of Callan, Coleman, Wess and Zumino 50,51 are the appropriate ones to use. Effectively, the higher-dimensional symmetry is being 'broken' into the symmetry of the space with the compact factor. But the way this symmetry is broken is very from that described in Section 2.2 . As Salam and Strathdee describe 22], spontaneous symmetry breaking of an internal symmetry occurs when observation energy is reduced below a threshold. In covariant compactification, by contrast, symmetry breaking occurs when curvature is increased above zero. That is, if you reduce curvature to zero, there is no longer anything marking out certain dimensions as special, and they all appear on the same footing. In place of the redefinition of the fields using the coset space representative that Salam and Strathdee describe, we simply have a change of coordinates. One consequence of this is that there are no Goldstone bosons or massive vector fields resulting from covariant compactification. (See Section 4.2.3)

Now in SSB, the symmetry breaking pattern is determined by algebraic invariants of the Lorentz scalar multiplet which triggers the breaking. For example, if the multiplet $\phi^{i}$ transforms as the defining representation of an orthogonal group $O(N)$, the
vacuum manifold might consist of all states which satisfy $\phi^{i} \phi_{i}=r^{2}$. All of these states have an invariance group of $O(N-1)$, so this is the subgroup which is realised linearly. (That is, all other fields will be representations of this subgroup at low energies.)

The question for covariant compactification is how the symmetry breaking pattern would be determined. We start by noting that in SSB, $\phi^{i}$ is a non-trivial multiplet of the unbroken symmetry group, $O(N)$. We might therefore expect our model to involve a non-trivial multiplet of $S O\left(1,3+s_{2}\right)$.

While this is indeed correct, we are in fact breaking more than the $S O(1,3+$ $s_{2}$ ) symmetry. As explained in 8 and Section 4.1, the set of all changes of basis on a $N$-dimensional tangent space form a $G L(N, \mathbb{R})$ group under the operation of matrix multiplication. The $O\left(1,3+s_{2}\right)$ group of changes of basis which preserves orthonormality is a subgroup of this, and $S O\left(1,3+s_{2}\right)=S O(1, N-1)$ is a subgroup within that. The $N$-dimensional metric has $N(N+1) / 2$ independent components, which depend solely upon the parameters of the corresponding $G L(N, \mathbb{R}) / O(1, N-1)$ coset space. The Levi-Civita connection and Riemann and Ricci tensors therefore depend upon these parameters and their derivatives.

We are therefore looking to break a $G L(N, \mathbb{R})$ group of symmetries down to its $G L(4, \mathbb{R}) \otimes G L(N-4, \mathbb{R})$ subgroup. Now $G L(N, \mathbb{R})$ has $N^{2}$ degrees of freedom; so does a generic rank-two tensor $X_{I}{ }^{J}$. We are also looking for a tensor which carries information about the curvature of the compactified space. Both of these criteria are satisfied by the covariant derivative of a vector $M^{I}$ :

$$
\begin{equation*}
D_{I} M^{J}=\partial_{I} M^{J}+M^{K} \Gamma_{I K}{ }^{J} \tag{3}
\end{equation*}
$$

- it has $N^{2}$ degrees of freedom and contains information about the curvature through the connection $\Gamma_{I K}{ }^{J}$. This will be the key quantity we work with in developing a fully covariant model of compactification.


## 4 Relevant content from my previous papers

[8] explains the geometric meaning of the general linear and special orthogonal groups and their relation to two types of connection. 9] describes product spacetimes and the groups of changes of basis on these. It explains how the presence of diagonalisable tensors provides information about these groups and the dimensionalities of the factor spaces. It shows how tensors decompose on these spaces. And it explains how the Levi-Civita connection for such spaces can describe both gravity and $S O(N)$ gauge fields and gives examples of how these gauge fields can also gauge $S U(N)$ symmetries. We recap the relevant content from 8 and summarise the main findings of 9 in this section.

### 4.1 Basis transformations and connections

Take a curved pseudo-Riemannian manifold $\mathcal{M}$ with $t$ time dimensions and $s$ space dimensions. A change of coordinates $u^{\prime I}\left(u^{J}\right)$ induces a change of basis at a point $A$ :

$$
\begin{equation*}
\left.\mathbf{e}^{\prime}{ }_{I}\right|_{A}=\left.\left.\frac{\partial u^{J}}{\partial u^{\prime I}}\right|_{A} \mathbf{e}_{J}\right|_{A} . \tag{4}
\end{equation*}
$$

Note that $\left.\frac{\partial u^{J}}{\partial u^{\prime I}}\right|_{A}$ is a matrix of values. Carrying out two successive changes of coordinates results in two such matrices, multiplied together. The set of all possible Jacobian matrices at $A$ forms a group $J_{A}$ which is isomorphic to $G L(4, \mathbb{R})$.

If we choose a pseudo-orthonormal basis $\left.\hat{\mathbf{n}}_{I}\right|_{A}$ on this tangent space, any other pseudo-orthonormal basis $\left.\hat{\mathbf{k}}_{I}\right|_{A}$ is related to it by

$$
\begin{equation*}
\left.\hat{\mathbf{k}}_{I}\right|_{A}=\left.\left.i_{I}{ }^{J}\right|_{A} \hat{\mathbf{n}}_{J}\right|_{A} \tag{5}
\end{equation*}
$$

where $i$ is an element of a group $I_{A} \subset J_{A}$ which is isomorphic to $O(t, s)$.
Then if we denote the transformation between the chosen frame basis $\left.\hat{\mathbf{n}}_{J}\right|_{A}$ and a chosen coordinate basis $\left.\mathbf{e}_{I}\right|_{A}$ by $j$ :

$$
\begin{equation*}
\left.\mathbf{e}_{I}\right|_{A}=\left.\left.j_{I}^{J}\right|_{A} \hat{\mathbf{n}}_{J}\right|_{A}, \tag{6}
\end{equation*}
$$

this can be uniquely decomposed into an element of $I_{A}$ and a representative of the coset space $J_{A} / I_{A}$ which has no dependence on the group parameters of $I_{A}$ :

$$
\begin{equation*}
j=l i \tag{7}
\end{equation*}
$$

Now if we consider a bundle of tangent spaces across a coordinate neighbourhood, we can choose a field of pseudo-orthonormal frames across this neighbourhood, $\hat{\mathbf{n}}_{J}(u)$. Similarly, we have a field of coordinate bases, $\mathbf{e}_{I}(u)$. These are related by

$$
\begin{equation*}
\mathbf{e}_{I}(u)=j_{I}{ }^{J} \hat{\mathbf{n}}_{J}(u)=l_{I}{ }^{K} i_{K}{ }^{J} \hat{\mathbf{n}}_{J}(u) . \tag{8}
\end{equation*}
$$

Given the pseudo-orthonormality of the frame field and the fact that $I_{A}$ preserves pseudo-orthonormality, the metric then takes the form

$$
\begin{equation*}
\mathrm{g}_{I J}=\left(\mathbf{e}_{I}, \mathbf{e}_{J}\right)=l_{I}{ }^{K} l_{J}{ }^{L} \eta_{K L} . \tag{9}
\end{equation*}
$$

If we so choose, we can use the frame field to define a parallelism across the neighbourhood. Then $j(u)$ determines the corresponding Weitzenböck connection:

$$
\begin{equation*}
\dot{\Gamma}_{I J}{ }^{K}(u) \equiv-\left(j \partial_{I} j^{-1}\right)_{J}{ }^{K} \equiv\left(\partial_{I}(j) j^{-1}\right)_{J}{ }^{K} . \tag{10}
\end{equation*}
$$

Alternatively, we can use the metric to define the Levi-Civita connection:

$$
\begin{equation*}
\stackrel{\circ}{\Gamma}_{I J}^{K}(u)=\frac{1}{2} \mathrm{~g}^{J L}\left(\partial_{L} \mathrm{~g}_{I J}-\partial_{I} \mathrm{~g}_{L J}-\partial_{J} \mathrm{~g}_{L I}\right) . \tag{11}
\end{equation*}
$$

There are similarities and differences between the properties of these connections, as shown in Table 1

Table 1: Comparison of the properties of the Levi-Civita and Weitzenböck connec-
tions.

| Levi-Civita $\dot{\Gamma}_{I J}{ }^{K}$ | Weitzenböck $\dot{\Gamma}_{I J}{ }^{K}$ |
| :--- | :--- |
| Used in GR | Used in teleparallel theories |
| Metric-compatible | Metric-compatible |
| Symmetric on lower indices: $\dot{\Gamma}_{I J}{ }^{K}=$ <br> $\dot{\Gamma}_{J I}$ | Has torsion: $\dot{T}_{I J}{ }^{K}=\dot{\Gamma}_{I J}{ }^{K}-\dot{\Gamma}_{J I}{ }^{K}$ |
| For given coordinate system, uniquely <br> defined across coordinate neighbour- <br> hood, in terms of metric | For a given coordinate system, not <br> unique - depends on choice of paral- <br> lelism; defined in terms of matrices $j_{I}$ |
| Parallel transport along segments of dif- <br> ferent geodesics don't commute - so re- <br> sult depends on path | Uniquely defined once coordinates and <br> parallelism are chosen - then parallel <br> transport is independent of path taken |

For any connection $\Gamma_{L M}^{(u) N}$, we may define the covariant derivative of a vector, with components

$$
\begin{equation*}
D_{L} V^{M}=\partial_{L} V^{M}+V^{N} \Gamma_{L N}{ }^{M} . \tag{12}
\end{equation*}
$$

The Levi-Civita connection determines geodesics, through the geodesic equation:

$$
\begin{equation*}
\frac{\partial^{2} u^{K}}{\partial \tau^{2}}+\stackrel{\circ}{\Gamma}_{I J}^{K} \frac{\partial u^{I}}{\partial \tau} \frac{\partial u^{J}}{\partial \tau}=0 . \tag{13}
\end{equation*}
$$

Its field strength is the Riemann tensor, which describes the intrinsic curvature of $\mathcal{M}$ :

$$
\begin{equation*}
R^{M}{ }_{K L N}=\partial_{L} \stackrel{\circ}{\Gamma}_{N K}{ }^{M}-\partial_{N} \stackrel{\circ}{\Gamma}_{L K}{ }^{M}+\stackrel{\circ}{\Gamma}_{N K} \stackrel{\circ}{\Gamma}_{L J}{ }^{M}-\stackrel{\circ}{\Gamma}_{L K}{ }^{J} \stackrel{\circ}{\Gamma}_{N J}{ }^{M} . \tag{14}
\end{equation*}
$$

If a body is in free fall, it is taken to follow a geodesic, as in GR. It is possible to construct a set of coordinates - Riemann normal coordinates - for which the coordinate basis is pseudo-orthonormal along the geodesic. If we wish, we can align the timelike vector in this basis with the four-velocity vector of the body. Then the coordinates constitute a rest frame for the body.

If we take $x^{I}$ as the rest frame coordinates and $\hat{\mathbf{n}}_{I}$ as the corresponding basis along the geodesic, this basis is related to that for any set of curvilinear coordinates on $\mathcal{M}$ by

$$
\begin{equation*}
\mathbf{e}_{M}=j_{M}^{I} \hat{\mathbf{n}}_{I}=\frac{\partial x^{I}}{\partial u^{M}} \hat{\mathbf{n}}_{I} . \tag{15}
\end{equation*}
$$

At a given point $A$ on the geodesic, this is evaluated as

$$
\begin{equation*}
\left.\mathbf{e}_{M}\right|_{A}=\left.\left.j_{M}^{I}\right|_{A} \hat{\mathbf{n}}_{I}\right|_{A}=\left.\left.\frac{\partial x^{I}}{\partial u^{M}}\right|_{A} \hat{\mathbf{n}}_{I}\right|_{A} . \tag{16}
\end{equation*}
$$

The pseudo-orthonormality of the basis along the geodesic means that the Levi-Civita connection reduces to zero along this curve. But in a curved spacetime, it is not possible for the coordinate basis to be pseudo-orthonormal away from the geodesic. This means that intrinsic curvature may be distinguished by the variation in the LeviCivita connection with separation from the geodesic. This will be important to us later in this paper.

### 4.2 Compactification on product manifolds

### 4.2.1 Product manifolds

[9] looks at Kaluza-Klein theories and compactification on product manifolds. The definition adopted for a generic product manifold is simply that, in the appropriate coordinates, the metric takes a block diagonal form:

$$
\mathrm{g}_{I J}=\left(\begin{array}{cc}
\mathrm{g}_{\mu \nu}\left(y^{\rho}, y^{Z}\right) & 0  \tag{17}\\
0 & \mathrm{~g}_{X Y}\left(y^{\rho}, y^{Z}\right)
\end{array}\right) .
$$

Such spaces are not unusual. Most spacetimes of interest in general relativity are products of four one-dimensional spaces - that is, they are completely diagonalisable. A notable exception is the Kerr metric, but even this can take block diagonal form.

Indeed, a two-dimensional cylinder is a product manifold, with factor spaces $S^{1}$ and $\mathbb{R}^{1}$. Even the humble two-dimensional plane fits this description, with two $\mathbb{R}^{1}$ factor spaces. Other than these, a simple example was given in 9 of deforming a cylinder to introduce bulges and/or constrictions - resulting in a tube of varying radius - see Figure 1


Figure 1: Homeomorphism from a cylinder to a tube of varying radius (reproduced from 9 with kind permission of World Scientific Publishing Co Pte Ltd)

Replacing the $\mathbb{R}^{1}$ factor space here with four-dimensional Minkowski spacetime gives us the background spacetime of the Jordan-Thiry model.

The simplest product manifolds are ones in which one or more of the factor spaces are Ricci-flat or are Einstein manifolds. Einstein manifolds (along with all two-dimensional manifolds) have the property that the mixed form of their Ricci tensor is diagonal, with all eigenvalues equal:

$$
R_{I}^{J}=\frac{R}{N} \delta_{I}^{J}=\frac{1}{N}\left(\begin{array}{llll}
R & & &  \tag{18}\\
& R & & \\
& & \ldots & \\
& & & R
\end{array}\right) .
$$

These are important to understanding the 'classical vacuum' of Kaluza-Klein theories, as described below in Section 4.2.4

### 4.2.2 Orbits of rank-two tensors and diagonalisability

The important insight which underlies much of the analysis in 9 is that under a change of coordinates, the action of $J_{A}$ on a rank-two tensor in mixed form $X_{I}{ }^{J}$ is a similarity transformation:

$$
\begin{equation*}
X_{K}^{\prime}{ }^{J}=\frac{\partial u^{L}}{\partial u^{\prime K}} X_{L}{ }^{I} \frac{\partial u^{\prime J}}{\partial u^{I}}=\left(j X j^{-1}\right)_{K}^{J} \tag{19}
\end{equation*}
$$

Similarity transformations preserve eigenvalues. The eigenvalues of a matrix are completely determined by its 'algebraic invariants' - the traces of its powers:

$$
\begin{equation*}
\operatorname{tr}(X)=X_{I}^{I} ; \quad \operatorname{tr}\left(X^{2}\right)=X_{I}^{J} X_{J}^{I} ; \quad \operatorname{tr}\left(X^{3}\right)=X_{I}^{J} X_{J}^{K} X_{K}^{I} ; \quad \ldots \tag{20}
\end{equation*}
$$

The action of $J_{A}$ partitions the space of all rank-two tensors into orbits, where every element of an orbit has the same eigenvalues. Some orbits contain diagonal matrices, but some do not. For a start, a diagonal matrix has the property

$$
\begin{equation*}
X_{I}{ }^{J}=X^{J}{ }_{I} . \tag{21}
\end{equation*}
$$

We write such a tensor $X_{I}^{J}$ and refer to it as 'index-aligned'. (It is the mixed form of a symmetric tensor, but may not be a symmetric matrix due to the signature of the spacetime.) This property is preserved under the action of $J_{A}$. So for a tensor to be diagonalisable under $J_{A}$, it must be index-aligned.

However, from any rank-two tensor, we can always construct an index-aligned tensor. This is because an arbitrary rank-two tensor can be decomposed into symmetric and anti-symmetric parts. In their mixed form, these take the forms:

$$
\begin{equation*}
X_{I}^{J}=X_{I}^{J}+X^{J}{ }_{I} ; \quad X_{I}^{J}-X^{J}{ }_{I} . \tag{22}
\end{equation*}
$$

Index-alignment is a necessary but not sufficient condition for a real tensor to be diagonalisable under $J_{A}$. Some real, index-aligned tensor matrices have complex eigenvalues - that is, they diagonalise to a complex matrix. This cannot be achieved by the action of $J_{A}$, which only contains real matrices. If, instead, a matrix has only real eigenvalues but some of them are repeated, it may or may not be diagonalisable under $J_{A}$. Indeed, two matrices can have the same eigenvalues and one is diagonalisable while the other is not. But if matrix has distinct real eigenvalues, it is always diagonalisable under $J_{A}$.

### 4.2.3 Stabiliser groups and the product space decomposition theorem

It turns out that the presence of diagonalisable tensors tells us a lot about the group theory and geometry of spacetime. The multiplicities of the eigenvalues of any such tensor determine the 'breaking pattern', i.e. which symmetries are realised linearly or 'unbroken'.

For example, if $X_{I}^{J}$ can be diagonalised to the form

$$
\left(\begin{array}{cccccc}
a & & & & &  \tag{23}\\
& a & & & & \\
& & a & & & \\
& & & a & & \\
& & & & b & \\
& & & & & b
\end{array}\right)
$$

it is invariant under a group $G=G_{1} \otimes G_{2}$ which is isomorphic to $G L(4, \mathbb{R}) \otimes G L(2, \mathbb{R})$. These invariance groups, which contain the Lorentz group and an $\mathrm{SO}(2)$ group, are valid in any coordinate system, up to equivalence.

Furthermore, any changes of basis in the first four dimensions and/or in the last two dimensions preserve this form for $X_{I}^{J}$. It is only transformations which mix the coordinates on the two subspaces which result in a non-diagonal form for $X_{I}^{J}$.

The group $G$ stabilising the diagonal tensor $X$ is a subgroup of $J$, which provides a new decomposition of $j \in J$ :

$$
\begin{equation*}
j=L g \tag{24}
\end{equation*}
$$

where $g=g_{1} \otimes g_{2}$ is an element of $G=G_{1} \otimes G_{2}$, and $L$ is a representative of $J / G$ which has no dependence on the parameters of $G$.
$G_{2}$ can be a direct product of general linear groups. The relationship between $J$ and its subgroups in the case where it is not a direct product is shown in Figure 2


Figure 2: The relationships between tangent space groups on product manifolds (reproduced from 9] with kind permission of World Scientific Publishing Co Pte Ltd)

In Section 6 of 9 it is shown that if $L$ can be consistently defined across a coordinate neighbourhood, then it can be used to define a coordinate basis which can only exist on a product space. Then in Section 12, this is all put together into the following theorem:

Theorem 1. If any real tensor field of the form $X_{I}^{J}$ can be diagonalised across a region of spacetime with the same multiplicities of its eigenvalues, then

- The spacetime coincides with a product manifold across that region;
- The dimensionalities of its factor spaces are equal to the multiplicities of the eigenvalues;
- The tensor is stabilised by $G$ across the region, where $G$ is a direct product of the general linear groups of basis changes on the factor spaces;
- A representative $L^{-1}$ of the coset space $J / G$ will take us from a generic coordinate basis to a basis relating to a set of coordinates which respect the factor spaces;
- In any coordinate system which respects the factor spaces, the tensor field is diagonalised.

By 'a coordinate system which respects the factor spaces' we mean a set of coordinates of which subsets parametrise each of the factor spaces individually: $\left\{y^{I}\right\}=$ $\left\{y^{\mu}, y^{X}\right\}$.

So for example, if $X_{I}^{J}$ can be diagonalised across a region to the form 23, the spacetime is a product of a four-dimensional space and a two-dimensional space. Note that $a$ and $b$ do not need the same values everywhere, they just need the same multiplicities. By allowing them to vary, we are promoting them to scalar fields.

Note also that $L^{-1}$ plays a similar role to the one it plays in SSB, except that in SSB, the parameters in its exponent are realised as Goldstone bosons.

### 4.2.4 Applying the product space decomposition theorem in the Kaluza-Klein framework

Given how common product spaces are, the product space decomposition theorem may not seem too impressive. But it has highly significant consequences in the context of Kaluza-Klein theories. In this context, $G$ describes the symmetries of the system which are manifest in the compactified spacetime. On product manifolds, we can decompose tensors in terms of the factor spaces. For example, for the six-dimensional spacetime we have just considered, a six-component vector $V^{I}$ breaks into a Lorentz four-vector $V^{\mu}$ and a two-component multiplet $V^{X}$.

Similarly, the Levi-Civita connection components can be assembled into subsets:

$$
\begin{equation*}
\left\{\stackrel{\circ}{\Gamma}_{I J}^{K}\right\}=\left\{\stackrel{\circ}{\Gamma}_{\mu \nu}^{\rho}, \stackrel{\circ}{\Gamma}_{\mu \nu}{ }^{X}, \stackrel{\circ}{\Gamma}_{\mu X}^{\nu}, \circ_{X Y}{ }^{\nu}, \stackrel{\circ}{\Gamma}_{\mu X}^{Y}, \stackrel{\circ}{\Gamma}_{X Y}^{Z}\right\} . \tag{25}
\end{equation*}
$$

The components $\stackrel{\circ}{\Gamma}_{\mu X}{ }^{\nu}$ and $\stackrel{\circ}{\Gamma}_{\mu \nu}^{X}$ vanish if $\mathrm{g}_{\mu \nu}$ is independent of the coordinates on the compact factor space - a generalisation of Kaluza's 'cylinder condition'.

We end up with the following interpretation of this framework. In deep space, in the absence of background fields or any passing gravitational waves or waves of the gauge fields, spacetime is represented by a Cartesian (direct) product of four-dimensional Minkowski space and an Einstein manifold or two-dimensional manifold (or a set of these). We describe this as the 'classical vacuum' of the theory. In $y$-coordinates (those that respect the factor spaces), the metric has the form

$$
\mathrm{g}_{I J}=\left(\begin{array}{cc}
\eta_{\mu \nu} & 0  \tag{26}\\
0 & \mathrm{~g}_{X Y}\left(y^{Z}\right)
\end{array}\right) .
$$

(If $G_{2}$ is a direct product group, there is more than one factor space and $\mathrm{g}_{X Y}$ is itself block diagonal.) Meanwhile, the operator (mixed) form of the Ricci tensor is

$$
R_{I}^{J}=\left(\begin{array}{cc}
0 & 0  \tag{27}\\
0 & \frac{R_{2}}{s_{2}} \delta_{X}^{Y}
\end{array}\right)
$$

where $R_{2}$ is the Ricci scalar of the compact factor space.
When there is gravitating matter or a background gravitational field, these generalise to

$$
\mathrm{g}_{I J}=\left(\begin{array}{cc}
\mathrm{g}_{\mu \nu}\left(y^{\rho}\right) & 0  \tag{28}\\
0 & \mathrm{~g}_{X Y}\left(y^{Z}\right)
\end{array}\right)
$$

and

$$
R_{I}^{J}=\left(\begin{array}{cc}
R_{\mu}^{\nu} & 0  \tag{29}\\
0 & \frac{R_{2}}{s_{2}} \delta_{X}^{Y}
\end{array}\right)
$$

Adopting more a general coordinate system, where one or more coordinates is a function of both $y^{\mu}$ and $y^{X}$, gives values to components of the Levi-Civita connections with both types of index. These represent 'fictitious' $S O\left(s_{2}\right)$ gauge fields - that is, ones with zero field strength.

To get gauge fields with a non-zero field strength, we need to move away from a Cartesian product space, to one where the curvature of the additional dimensions varies with $y^{\mu}$.

Even in two dimensions, we can see how allowing the curvature to vary in this way gives values to the relevant components of the connection. For a tube of varying radius with coordinates $\{x, \theta\}$, the metric is (see Section 5 of 9 ):

$$
\mathrm{g}_{I J}=\left(\begin{array}{cc}
1+\left(\frac{\partial r}{\partial x}\right)^{2} & 0  \tag{30}\\
0 & r^{2}(x)
\end{array}\right) .
$$

So, as we move along $x$, we find that the radius shrinks or grows, resulting in a change in metric for the space parametrised by $\theta$, giving us

$$
\begin{equation*}
\stackrel{\circ}{\Gamma}_{x \theta}{ }^{\theta}=-\frac{1}{r} \frac{\partial r}{\partial x} . \tag{31}
\end{equation*}
$$

If the generalised cylinder condition holds - that is, as we move around the compact subspace, the metric for the four-space does not change - the covariant derivative of $V^{\mu}$ with respect to four-dimensional spacetime is then

$$
\begin{equation*}
\stackrel{\circ}{D}_{\mu} V^{\nu}=\partial_{\mu} V^{\nu}+V^{\rho} \stackrel{\circ}{\Gamma}_{\mu \rho}^{\nu} \tag{32}
\end{equation*}
$$

- just as we get in GR - while the covariant derivative of $V^{X}$ with respect to fourdimensional spacetime is

$$
\begin{equation*}
\stackrel{\circ}{D}_{\mu} V^{X}=\partial_{\mu} V^{X}+V^{Y} \stackrel{\circ}{\Gamma}_{\mu Y}{ }^{X} \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
\stackrel{\circ}{\Gamma}_{\mu X}^{Y}=\stackrel{\circ}{\Gamma}_{X \mu}{ }^{Y}=-\frac{1}{2} \mathrm{~g}^{Y Z} \partial_{\mu} \mathrm{g} Z X \tag{34}
\end{equation*}
$$

If we now transform to a set of Riemann normal coordinates on the compact factor space (but retain curvilinear coordinates on the four-dimensional spacetime) then these connection components are transformed into a spin connection for $S O\left(s_{2}\right)$. They can be identified with gauge fields of $S O\left(s_{2}\right)$ and span part or all of the space of the gauge fields of the corresponding unitary symmetry.

9 provides two examples of this. In the first, there are two extra dimensions, so we get $S O(2)$ gauge fields. The vector (defining) representation of $S O(2)$ is the doublet representation of $U(1) . \stackrel{\circ}{D}_{\mu} V^{X}$ can be rewritten as the covariant derivative of a complex scalar. This gives it exactly the right form for the coupling of this field to a $U(1)$ gauge field, where that gauge field is proportional to that of $S O(2)$.

In the second example, there are three extra dimensions, giving us $S O(3)$ gauge fields. The vector representation of $S O(3)$ is the triplet (vector, adjoint) representation of $S U(2)$. The $S O(3)$ gauge fields are proportional to the triplet of $S U(2)$ gauge fields and $V^{i}$ couples to them as a vector of $S U(2)$.

The field strength tensor for $S O(N)$ gauge fields, $F_{\mu \nu X}{ }^{Y}$, can be found in the Riemann tensor components for these coordinates. It does not contribute to the Ricci tensors for either factor space. Meanwhile, $R_{\mu \nu}$ still describes our normal gravity operating in four spacetime dimensions - it is not diluted by propagating through extra dimensions, as is sometimes claimed of Kaluza-Klein theories.

If one wants to use the language of fibre bundles to describe the product spacetime, this is possible. The oriented orthonormal frames in the tangent spaces for the compact space form a bundle over the four-dimensional spacetime, with structure group $S O(N)$. However, this description misses out most of the beauty of this model - in particular, the way that all the factor spaces, compact and non-compact, are treated on the same footing.

## 5 Using a covariant derivative to determine the factor spaces and symmetry groups

We decided at the end of Section 3 that the appropriate quantity for breaking $J$ symmetry is the covariant derivative of a vector. From Section 4.1, we can see that the connection which most naturally describes curvature is the Levi-Civita connection. We therefore utilise the Levi-Civita covariant derivative:

$$
\begin{equation*}
\stackrel{\circ}{D}_{I} M^{J}=\partial_{I} M^{J}+M^{K} \stackrel{\circ}{\Gamma}_{I K}{ }^{J} . \tag{35}
\end{equation*}
$$

We shall write the matrix of components as $D_{I}{ }^{J}$ for short.

We can now apply the analysis of Section 4.2 to this. The action of $J$ on $D_{I}^{J}$ partitions the space of all possible values of this matrix into orbits. These orbits are characterised by the scalar invariants

$$
\begin{equation*}
D_{I}^{I}, \quad D_{I}^{J} D_{J}^{I}, \quad D_{I}^{J} D_{J}^{K} D_{K}^{I}, \tag{36}
\end{equation*}
$$

If we take the index-aligned part of this tensor matrix,

$$
\begin{equation*}
D_{I}^{J} \equiv \grave{D}_{I} M^{J}+\check{D}^{I} M_{J} \tag{37}
\end{equation*}
$$

it has orbits which contain diagonal matrices. By imposing constraints on $D_{I}^{J}$ using its algebraic invariants, we can therefore specify spacetimes which coincide over finite regions with a product space, for which the factor spaces have particular dimensionalities. Away from their classical vacuums, these will have gauge fields amongst the connection components.

It is worth noting that the trace of $\stackrel{\circ}{D}_{I} M^{J}-\check{D}^{I} M_{J}$ is zero. Thus only $D_{I}^{J}$ contributes to the first scalar invariant, $D_{I}^{I}$. In any coordinate system, this is simply the sum of the eigenvalues of $D_{I}^{J}$. For example, if $D_{I}^{I}$ diagonalises to 23,

$$
\begin{equation*}
D_{I}^{I}=4 a+2 b \tag{38}
\end{equation*}
$$

## 6 Deriving a field equation from a Lagrangian

The last section explained how the covariant derivative of a vector could be used to fix the dimensionalities of the factor spaces of a product manifold. This leads to a particular decomposition of tensors.

What it does not tell us about is the curvature of the factor spaces. Now, in GR, the field equation determines the curvature of spacetime and the matter distribution. We want a field equation which does likewise for this theory.

There are two approaches to this. The first we shall take is to to construct a Lagrangian from scalar invariants and use the principle of least action. Taken alone, this looks rather like guesswork. But we will see in Section 7 that the same field equation results from the simplest possible generalisation of Poisson's equation for gravity.

For $\check{D}_{I} M^{J}$, the second algebraic invariant looks like a kinetic term:

$$
\begin{equation*}
D_{I}^{J} D_{J}^{I}=\stackrel{\circ}{D}_{I} M^{J} \check{D}_{J} M^{I} . \tag{39}
\end{equation*}
$$

But we want the extra dimensions to be tightly compact, so we need a mass term:

$$
M_{I} M^{I}
$$

We therefore take our Lagrangian to be

$$
\begin{equation*}
\mathcal{L}=\check{D}_{I} M^{J} \stackrel{\circ}{D}_{J} M^{I}-k M_{I} M^{I} \tag{40}
\end{equation*}
$$

where $k$ is a constant (dimensionful, but invariant and constant across spacetime). The action integral uses the measure $|j| d^{N} u$ :

$$
\begin{equation*}
S=\int_{\Omega}\left(\stackrel{\circ}{D}_{I} M^{J} \stackrel{\circ}{D}_{J} M^{I}-k M_{I} M^{I}\right)|j| d^{N} u \tag{41}
\end{equation*}
$$

where $|j|$ has the property

$$
\begin{equation*}
\stackrel{\circ}{D}_{I}|j|=0 . \tag{42}
\end{equation*}
$$

We then subject $M^{I}$ to an active variation over the region $\Omega$ - one in which the coordinate basis is preserved - which vanishes at the boundary. The field equation then follows by using established procedures. (The method may be found on p146-147 of D'Inverno 59. It includes making use of the fact that for a contravariant vector density of weight +1 , the covariant derivative is equal to the partial derivative).

We thus arrive at the field equation

$$
\begin{equation*}
\grave{D}_{I} \grave{D}_{J} M^{I}=-k M_{J} \tag{43}
\end{equation*}
$$

This does not look much like the field equation of GR. However, by using the relation

$$
\begin{equation*}
\left[\check{D}_{K}, \stackrel{\circ}{D}_{J}\right] M^{I}=R_{L K J}^{I} M^{L} \tag{44}
\end{equation*}
$$

we get the following form for the field equation:

$$
\begin{equation*}
\left(R_{J}^{I}+\check{D}^{I} \stackrel{\circ}{D}_{J}\right) M^{J}=-k M^{I} \tag{45}
\end{equation*}
$$

where $R_{I J}$ is the Ricci tensor.

Just as in GR, we find the proportionality constant by comparing with known results from Newtonian gravitation. However, with the above field equation, we can do this much more directly, as we show in the next section.

## 7 Deriving a field equation by generalising Poisson's equation

### 7.1 Generalising Laplace's equation

We start by considering a test particle - one whose own gravitational field is negligible - moving in a background gravitational field. Newtonian gravitation has a scalar potential, $\phi$. This means that the work done in moving the particle from one point to another is independent of path; around a closed loop it is zero. Denoting the particle's Newtonian velocity vector $\mathbf{v}$, the acceleration due to the field is

$$
\begin{equation*}
\frac{d \mathbf{v}}{d t}=-\nabla \phi \tag{46}
\end{equation*}
$$

Laplace's equation for gravity simply equates the divergence of this to zero:

$$
\begin{equation*}
\nabla \cdot(\nabla \phi)=0 . \tag{47}
\end{equation*}
$$

In general relativity, if a test particle has no non-gravitational forces acting on it, it is considered to be in 'free fall'. For a particle with finite real mass, it moves on a timelike geodesic. Its relativistic velocity vector, whose components we shall denote $C^{I}$, is covariantly constant along the geodesic. Hence the free fall acceleration is entirely due to the variation in the transformation $j_{0}$ between the coordinate basis and the particle's rest frame along the path.

The result of parallel transporting the velocity vector from one point to another depends on the path taken, and parallel transporting it around a closed loop of intersecting geodesics induces a transformation. We therefore do not expect our generalisation of Laplace's equation to contain the derivative of a scalar potential.

From 12 and the covariant constancy of $C^{I}$,

$$
\begin{equation*}
\frac{\partial C_{(u)}^{I}}{\partial u^{J}}=-C_{(u)}^{K} \cdot \stackrel{\circ}{\Gamma}_{J K}{ }^{I} \tag{48}
\end{equation*}
$$

Note that in the rest frame coordinates,

$$
\begin{equation*}
C_{(x)}^{0}=1, \quad C_{(x)}^{i}=0 . \tag{49}
\end{equation*}
$$

Now from 16], at any point $A$ on the geodesic,

$$
\begin{equation*}
\left.\mathbf{e}_{0}\right|_{A}=\left.\left.j_{0}{ }^{0}\right|_{A} \hat{\mathbf{n}}_{0}\right|_{A}+\left.\left.j_{0}{ }^{i}\right|_{A} \hat{\mathbf{n}}_{i}\right|_{A} \tag{50}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\mathbf{e}_{i}\right|_{A}=\left.\left.j_{i}{ }^{0}\right|_{A} \hat{\mathbf{n}}_{0}\right|_{A}+\left.\left.j_{i}{ }^{j}\right|_{A} \hat{\mathbf{n}}_{j}\right|_{A} . \tag{51}
\end{equation*}
$$

We now define a 'Newtonian coordinate system' $v^{M}$ as one for which

$$
\begin{equation*}
j_{0}{ }^{0}=1+\mathcal{O}(\epsilon), \quad j_{0}{ }^{i}=\mathcal{O}(\epsilon), \quad j_{i}{ }^{0}=\mathcal{O}(\epsilon) \tag{52}
\end{equation*}
$$

at every point on the geodesic, where $\epsilon$ is a very small parameter. That is, the change of coordinates may mix up the spatial basis vectors to any extent, but the mixing of the spatial and timelike bases is very limited and $\mathbf{e}_{0} \approx \hat{\mathbf{n}}_{0}$. Then using the usual transformation law for vectors together with 49, we have

$$
\begin{equation*}
C_{(v)}^{0}=1+\mathcal{O}(\epsilon), \quad C_{(v)}^{i}=\mathcal{O}(\epsilon) . \tag{53}
\end{equation*}
$$

Substituting these into (48), we find

$$
\begin{equation*}
\frac{\partial C_{(v)}^{I}}{\partial v^{J}}=-\stackrel{\circ}{\Gamma}_{J 0}^{I}+\mathcal{O}(\epsilon) \tag{54}
\end{equation*}
$$

Thus the spatial components of the acceleration are given by

$$
\begin{equation*}
a^{i} \approx-c^{2} \stackrel{\circ}{\Gamma}_{00}{ }^{i} \tag{55}
\end{equation*}
$$

where $c$ is the speed of light.
As remarked in Section 4.1, intrinsic curvature may be distinguished by the variation in the Levi-Civita connection with separation from the geodesic. It is therefore
promising to see components of it appearing in this equation. However, this cannot function as a generalisation of the gradient of the gravitational potential, as it is not tensorial. It has been derived from the expression on the right hand side of 48). Taking that expression, $-C_{(u)}^{K} \stackrel{\circ}{\Gamma}_{J K}{ }^{I}$, as our 'potential gradient' would represent a minor improvement over the right hand side of (55), as it at least has covariance in its indices. But it still will not suffice, for two reasons: it is still not tensorial and furthermore it contains a local vector, $-C_{(u)}^{K}$, which is only defined on the particle's path.

We can tackle the second of these issues by replacing the local vector in this expression with the vector field which determines the overall shape of the spacetime, $M^{I}$. This gives us $M_{(u)}^{K}{ }^{\circ}{ }_{J K}{ }^{I}$. Then finally, to ensure that our 'potential gradient' transforms as a tensor, we add on a term. The term we must add is none other than the partial derivative of $M^{I}$, giving us back the familiar covariant derivative:

$$
\begin{equation*}
\stackrel{\circ}{D}_{J} M_{(u)}^{I}=\partial_{J} M_{(u)}^{I}+M_{(u)}^{K} \stackrel{\circ}{\Gamma}_{J K}^{I} . \tag{56}
\end{equation*}
$$

This is the simplest possible generalisation of $\nabla \phi$ consistent with general covariance and the equivalence principle.

To see the correspondence more clearly, observe that

$$
\begin{equation*}
\stackrel{\circ}{D}_{0} M_{(u)}^{i}=\partial_{0} M_{(u)}^{i}+M_{(u)}^{0} \stackrel{\circ}{\Gamma}_{00}^{i}+M_{(u)}^{j} \stackrel{\circ}{\Gamma}_{0 j}^{i} . \tag{57}
\end{equation*}
$$

Then if $v^{I}$ are now coordinates in which the equivalent of 53 holds for $M^{I}$, this contains the expression on the right hand side of (55), upto a constant:

$$
\begin{equation*}
\stackrel{\circ}{D}_{0} M_{(v)}^{i}=\partial_{0} M_{(v)}^{i}+\stackrel{\circ}{\Gamma}_{00}^{i}+\mathcal{O}(\epsilon) \tag{58}
\end{equation*}
$$

Our generalisation of Laplace's equation, 47, then follows immediately, as a covariant divergence of (56). However, we have to be careful to take the divergence on the correct index. From 55 we see that the appropriate equation is

$$
\begin{equation*}
\check{D}_{I} \check{\circ}_{J} M^{I}=0 \tag{59}
\end{equation*}
$$

### 7.2 Using Poisson's equation to find the proportionality constant

To find the ratio between $k$ and $m^{2}$, we note if we take the field equation 43 and set $J=0$ - that is, take the timelike component - we have

$$
\begin{equation*}
\check{D}_{i} \check{D}_{0} M^{i}-\check{D}_{0} \stackrel{\circ}{D}_{0} M^{0}=-k M^{I} \mathrm{~g}_{I 0} \tag{60}
\end{equation*}
$$

In a coordinate system which becomes Newtonian at $A$, defining $t$ by

$$
\begin{equation*}
t=v^{0} / c \tag{61}
\end{equation*}
$$

we get

$$
\begin{equation*}
\left.\check{D}_{i} \check{D}_{0} M^{i}\right|_{A}-\left.\frac{1}{c} \check{D}_{t} \check{D}_{0} M^{0}\right|_{A}=-\left.\left.k M^{0}\right|_{A} \mathrm{~g}_{00}\right|_{A}+\mathcal{O}(\epsilon) \tag{62}
\end{equation*}
$$

The first term on the left is our generalisation of $\nabla^{2} \phi$ derived in the previous subsection - this can be expanded to give

$$
\begin{equation*}
\left.\stackrel{\circ}{D}_{i}\left(\partial_{0} M^{i}+\stackrel{\circ}{\Gamma}_{00}{ }^{i}\right)\right|_{A}-\left.\frac{1}{c} \stackrel{\circ}{D}_{t} \stackrel{\circ}{D}_{0} M^{0}\right|_{A}=-\left.\left.k M^{0}\right|_{A} \mathrm{~g}_{00}\right|_{A}+\mathcal{O}(\epsilon) \tag{63}
\end{equation*}
$$

where $\dot{\Gamma}_{00}{ }^{i}$ is related by 55 to the three-acceleration caused by $\phi$. The meaning of the next term is unclear, but it may be that it vanishes in the non-relativistic limit (unless there is a very rapid variation in $D_{0} M^{0}$ ) due to the factor of $1 / c$. Assuming this to be the case, comparing with Poisson's equation for gravity, we then expect the right hand side to reduce to $4 \pi G \rho / c^{2}$ where $\rho$ is the density of the field $M^{I}$. If we assume that in this coordinate system $\left.M^{0}\right|_{A}=1$, as we had for $C^{0}$ in the rest frame, we get

$$
\begin{equation*}
k=\frac{4 \pi G \rho}{c^{2}} \tag{64}
\end{equation*}
$$

(Note that if $m$ varies with $u^{N}$, so does $\rho$.) We therefore take as our generalisation of Poisson's equation

$$
\begin{equation*}
\stackrel{\circ}{D}_{I} \stackrel{\circ}{J}_{J} M^{I}=-\frac{4 \pi G \rho}{c^{2}} M^{I} \mathrm{~g}_{I J} \tag{65}
\end{equation*}
$$

It can easily be verified that the two sides of this equation have the same dimensionality. This is the full field equation for a universe containing only $M^{I}$. Its Ricci form is

$$
\begin{equation*}
\left(R_{J}^{I}+\circ^{I} \stackrel{\circ}{D}_{J}\right) M^{J}=-\frac{4 \pi G \rho}{c^{2}} M^{I} \mathrm{~g}_{I J} . \tag{66}
\end{equation*}
$$

## 8 Solutions

### 8.1 Properties of the field equation

It is informative to compare and contrast with the field equation of GR and the equations of motion in non-relativistic and relativistic quantum mechanics.
(66) can be viewed as an eigenvalue equation for $M^{I}$. Like the Schrödinger, Dirac and Klein-Gordon equations, it contains a differential operator, $R_{J}^{I}+\check{D}^{I} \stackrel{\circ}{D}_{J}$. But the Schrödinger, Dirac and Klein-Gordon equations assume (pseudo)-orthonormal coordinates on flat space or spacetime. By contrast, (66) incorporates geometry into the operator. Geometrical information is encoded in the field equation through the Ricci and metric tensors; to this extent, it has similarities with the field equation of GR. But unlike GR, these tensors do not appear on their own - they appear as matrix operators acting on $M^{I}$. It therefore relates geometry to matter, but in a very different way to GR.

These similarities and differences give us insights into solutions of the field equation. It differs from solving the quantum mechanical equations, because these have only one unknown: the wavefunction. For $\sqrt[66]{ }, \stackrel{\circ}{\Gamma}_{I J}{ }^{K}$ is also an unknown, occuring in the operator. Instead, like GR, we expect the solutions to tell us a relation between geometry and matter.

### 8.2 Solutions with a trivial operator

The vacuum field equation of GR, when contracted with a vector, may be expressed in the form of an eigenvalue equation:

$$
\begin{equation*}
R_{J}^{I} V^{J}=\frac{R}{2} V^{I} . \tag{67}
\end{equation*}
$$

We saw in Section 4.2.1 that for Einstein manifolds (and all two-dimensional manifolds), the eigenvalues of $R_{J}^{I}$ are all equal. This means that every vector is an eigenvector. This is because for these spacetimes, $R_{J}^{I}$ is proportional to the identity, so the operator $R_{J}^{I}-R / 2 \delta_{J}^{I}$ is zero.

It may be that there are spacetimes for which the operator (66) has the same property - that it is always proportional to the identity, so that all vectors are eigenvectors. This would take further research to verify.

### 8.3 Solutions with diagonalisable $D_{I}^{J}$

Section 5 provides a way of classifying all other solutions for which $D_{I}^{J}$ is diagonalisable. They can be classified by the following equivalent classifications:

- The algebraic invariants of $D_{I}^{J}$;
- The eigenvalues of $D_{I}^{J}$;
- The stabiliser groups of $D_{I}^{J}$;
- The dimensionalities of the factor spaces.

Fixing just the first algebraic invariant, the trace $D_{I}^{I}$, simplifies the Ricci form of the field equation. For example, if there are just two factor spaces, so that $G=$ $G L(4, \mathbb{R}) \otimes G L\left(s_{2}, \mathbb{R}\right)$, we have

$$
\begin{equation*}
D_{I}^{I}=4 a+s_{2} b \tag{68}
\end{equation*}
$$

where $a(u)$ and $b(u)$ are the eigenvalues associated with the four-dimensional spacetime and the compact factor space respectively. Then substituting this result into 66), we find

$$
\begin{equation*}
R_{J}^{I} M^{J}+4 \partial^{I} a+s_{2} \partial^{I} b=-\frac{4 \pi G \rho}{c^{2}} M^{I} \mathrm{~g}_{I J} . \tag{69}
\end{equation*}
$$

### 8.4 Specific solutions for symmetric $D_{I J}$

Now consider the case where the covariant derivative matrix is index-aligned - that is, the antisymmetric part of $\check{D}_{I} M_{J}$ is zero. Note that this choice eliminates $N(N-1) / 2$ of the $N^{2}$ degrees of freedom of $\grave{D}_{I} M^{J}$. Then in $y$-coordinates, we have

$$
\begin{equation*}
\stackrel{\circ}{D}_{\nu} M^{\mu}=a \delta_{\nu}^{\mu} ; \quad \grave{D}_{Y} M^{X}=b \delta_{Y}^{X} . \tag{70}
\end{equation*}
$$

This will enable us to find a classical vacuum solution. As mentioned in Section 4.2.4 this is a Cartesian product of four-dimensional Minkowski space and an Einstein
manifold or two-dimensional manifold. 70 allows us to find an explicit form of $R_{I J} M^{J}$ from its definition and for $\mathrm{g}_{I J} M^{J}$ from the field equation, as follows.

First, we note that for this form of solution, the Ricci tensor decomposes into $R_{\mu \nu}$ and $R_{X Y}$. We thus have

$$
\begin{equation*}
R_{\mu \nu} M^{\nu}=\stackrel{\circ}{D}_{\nu} \stackrel{\circ}{D}_{\mu} M^{\nu}-\stackrel{\circ}{D}_{\mu} \stackrel{\circ}{\nu}_{\nu} M^{\nu}=\stackrel{\circ}{D}_{\nu}\left(a \delta_{\mu}^{\nu}\right)-\stackrel{\circ}{D}_{\mu}(4 a)=-3 \partial_{\mu} a \tag{71}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{X Y} M^{Y}=\stackrel{\circ}{D}_{Y} \check{D}_{X} M^{Y}-\check{D}_{X} \stackrel{\circ}{D}_{Y} M^{Y}=\check{D}_{Y}\left(b \delta_{X}^{Y}\right)-\check{D}_{X}\left(s_{2} b\right)=\left(1-s_{2}\right) \partial_{X} b \tag{72}
\end{equation*}
$$

Second, both sides of $\sqrt{65}$ are a higher-dimensional vector, which decomposes into a Lorentz vector and a vector of the internal symmetry:

$$
\begin{equation*}
\stackrel{\circ}{D}_{I} \check{D}_{\mu} M^{I}=-\frac{4 \pi G \rho}{c^{2}} M^{I} \mathrm{~g}_{I \mu} \tag{73}
\end{equation*}
$$

and

$$
\begin{equation*}
\stackrel{\circ}{D}_{I} \stackrel{\circ}{D}_{X} M^{I}=-\frac{4 \pi G \rho}{c^{2}} M^{I} \mathrm{~g}_{I X} . \tag{74}
\end{equation*}
$$

Substituting in 70, we get

$$
\begin{equation*}
\partial_{\mu} a=-\frac{4 \pi G \rho}{c^{2}} M^{\nu} \mathrm{g}_{\nu \mu} \tag{75}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{X} b=-\frac{4 \pi G \rho}{c^{2}} M^{Y} \mathrm{~g}_{Y X} \tag{76}
\end{equation*}
$$

By comparing (71) and 72 with 75 and 76 , we immediately see that there are solutions in which the Ricci tensors and metrics are related by

$$
\begin{equation*}
R_{\mu \nu}=\frac{12 \pi G \rho}{c^{2}} \mathrm{~g}_{\mu \nu} \tag{77}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{X Y}=\frac{4 \pi G \rho}{c^{2}}\left(s_{2}-1\right) \mathrm{g}_{X Y} \tag{78}
\end{equation*}
$$

As $\rho \rightarrow 0$, both manifolds become Ricci flat. If, instead, $\rho$ is constant, both these manifolds are Einstein manifolds, with Ricci scalars

$$
\begin{equation*}
R_{(1)}=\frac{48 \pi G \rho}{c^{2}} \tag{79}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{(2)}=\frac{4 s_{2}\left(s_{2}-1\right) \pi G \rho}{c^{2}} \tag{80}
\end{equation*}
$$

- they are of the same order. Clearly, neither of these solutions represents the classical vacuum we are looking for.

However, we have an alternative. If $M^{\nu}=0$, its covariant derivative matrix and $a$ vanish. Then the equations admit a solution in which the four-space is flat and the other submanifold is curved.

A few comments about this solution are worth making here:

- A similar decomposition can naturally be used with analogous results when $G_{2}$ is itself a direct product of general linear groups;
- We have arrived at this solution without any need to have a purely geometric term in the Lagrangian. This provides some justification for choosing the covariant derivative as the tensor which determines the symmetry breaking patterr ${ }^{2}$


## 9 Worked example: the two-sphere

In this section, we work through an example of applying the theory we have developed in the previous sections. In this example, $G_{2} \simeq G L(2, \mathbb{R})$. This is the simplest example with a non-trivial $H_{2}$ (the maximal orthogonal subgroup of $G_{2}$ - see Figure 20. It has an $S O(2)$ gauge group, or equivalently a $U(1)$ gauge symmetry, as described in Section 4.2 .4 and 9 . The additional dimensions form a sphere. We calculate the components of the covariant derivative matrix in spherical polar coordinates and find a field configuration on the sphere which satisfies the constraints. We then show directly that this solution satisfies the field equations.

We start by identifying coordinate-independent constraints on $D_{I}^{J}$ which lead to a solution with $G_{2} \simeq G L(2, \mathbb{R})$ and a flat four-space. That is, we find the relations between the algebraic invariants of $D_{I}^{J}$ that specify the orbits we are interested in.

We want the matrix $D_{I}^{J}$ in $y$-coordinates to take the form

$$
D_{I}^{J}=\left(\begin{array}{llllll}
0 & & & & &  \tag{81}\\
& 0 & & & & \\
& & 0 & & & \\
& & & 0 & & \\
& & & & b(y) & \\
& & & & & b(y)
\end{array}\right)
$$

This means that this matrix has characteristic equation

$$
\begin{equation*}
D^{4}(D-b \mathbf{1})^{2}=D^{6}-2 b D^{5}+b^{2} D^{4}=0 \tag{82}
\end{equation*}
$$

This is specified by the traces of the powers:

$$
\begin{equation*}
\operatorname{tr} D=2 b ; \quad \operatorname{tr}\left(D^{2}\right)=2 b^{2} ; \quad \ldots . \tag{83}
\end{equation*}
$$

Now, we do not want our constraints to specify a particular value of $b$ - we need derivatives of $b$ to be non-zero. We can achieve this generality by expressing the second and later invariants in terms of the first:

$$
\begin{equation*}
\operatorname{tr}\left(D^{2}\right)=\frac{1}{2}(\operatorname{tr} D)^{2} ; \quad \operatorname{tr}\left(D^{3}\right)=\frac{1}{4}(\operatorname{tr} D)^{3} ; \quad \ldots . \tag{84}
\end{equation*}
$$

[^1]These conditions specify that if $D_{I}^{J}$ is diagonalisable, it must diagonalise to the form (81). This is stabilised by $G \simeq G L(4, \mathbb{R}) \otimes G L(2, \mathbb{R})$ and the two factor spaces must be four-dimensional and two-dimensional. As we saw in the last section, there is a solution for which the first factor space is flat four-dimensional spacetime and the second is a two-dimensional Einstein manifold. With the appropriate sign for $\rho$, this must be a two-sphere.

We can therefore adopt the coordinates $y^{X}=\theta, \phi$ for all of this manifold except for where $\theta=\pi$ and where $\phi=0,2 \pi$. The basis for these coordinates has inner products

$$
\begin{align*}
\left(\mathbf{l}_{\theta}, \mathbf{l}_{\theta}\right) & =r_{0}^{2}  \tag{85}\\
\left(\mathbf{l}_{\theta}, \mathbf{l}_{\phi}\right) & =0  \tag{86}\\
\left(\mathbf{l}_{\phi}, \mathbf{l}_{\phi}\right) & =r_{0}^{2} \sin ^{2} \theta \tag{87}
\end{align*}
$$

where $r_{0}$ is the sphere's radius.
This means that an orthonormal basis at $A$ is given by

$$
\begin{align*}
\left.\hat{\mathbf{n}}_{\theta}\right|_{A} & =\left.\frac{1}{r_{0}} \mathbf{l}_{\theta}\right|_{A}  \tag{88}\\
\left.\hat{\mathbf{n}}_{\phi}\right|_{A} & =\left.\left.\frac{1}{r_{0} \sin ^{2} \theta}\right|_{A} \mathbf{l}_{\phi}\right|_{A} . \tag{89}
\end{align*}
$$

As noted in Section 4.1 the field of such basis vectors does not form a basis for any coordinate system.

As explained in Section 4.2.3 the basis $\mathrm{l}_{X}$ for the $y^{X}$ coordinates and the orthonormal basis $\hat{\mathbf{n}}_{X}$ are related by an element $g_{2} \in G_{2}$. This is simply

$$
g_{2}=\left(\begin{array}{cc}
r_{0} & 0  \tag{90}\\
0 & r_{0} \sin \theta
\end{array}\right) .
$$

We could, if we wanted to, take the parallelism defined by

$$
\begin{equation*}
{ }^{-}:\left.\left.\hat{\mathbf{n}}_{X}\right|_{A} \mapsto \hat{\mathbf{n}}_{X}\right|_{B} \tag{91}
\end{equation*}
$$

and use it to construct a Weitzenböck connection. Instead, we calculate the Levi-Civita connection and find that its non-zero components are

$$
\begin{gather*}
\stackrel{\circ}{\Gamma}_{\phi \phi}^{\theta}=-\sin \theta \cos \theta  \tag{92}\\
\stackrel{\circ}{\Gamma}_{\phi \theta}^{\phi}=\stackrel{\circ}{\Gamma}_{\theta}^{\phi} \phi=\cot \theta . \tag{93}
\end{gather*}
$$

Now, the solution we are looking at is one for which the antisymmetric part of $\stackrel{\circ}{D}_{I} M_{J}$ is zero. Thus from (81) we have

$$
\stackrel{\circ}{D}_{I} M^{J}=\left(\begin{array}{llllll}
0 & & & & &  \tag{94}\\
& 0 & & & & \\
& & 0 & & & \\
& & & 0 & & \\
& & & & b(y) & \\
& & & & & b(y)
\end{array}\right) \text {. }
$$

Substituting in the components of the Levi-Civita connection, we find

$$
\begin{align*}
\stackrel{\circ}{D}_{\theta} M^{\theta} & =\partial_{\theta} M^{\theta}=b(\theta, \phi)  \tag{95}\\
\stackrel{\circ}{D}_{\theta} M^{\phi} & =\partial_{\theta} M^{\phi}+M^{\phi} \cot \theta=0  \tag{96}\\
\stackrel{\circ}{D}_{\phi} M^{\theta} & =\partial_{\phi} M^{\theta}-M^{\phi} \sin \theta \cos \theta=0  \tag{97}\\
\stackrel{\circ}{D}_{\phi} M^{\phi} & =\partial_{\phi} M^{\phi}+M^{\theta} \cot \theta=b(\theta, \phi) . \tag{98}
\end{align*}
$$

It is easy to see that a solution to these equations is

$$
\begin{align*}
M^{\theta} & =\xi \sin \theta  \tag{99}\\
b & =\xi \cos \theta  \tag{100}\\
M^{\phi} & =0 . \tag{101}
\end{align*}
$$

Comments on this solution can be found in Section 10
From the Levi-Civita connection, we can calculate the Riemann tensor. Contracting this with the metric then reveals that the Ricci tensor has two non-zero components:

$$
\begin{align*}
R_{\theta \theta} & =1  \tag{102}\\
R_{\phi \phi} & =\sin ^{2} \theta . \tag{103}
\end{align*}
$$

Note that this means the Ricci tensor is proportional to the metric, as expected.
We then want to check whether the solution $(99)-(101)$ satisfies the field equations. From these, (81), (85)-87) and (102)-(103) we find that

$$
\begin{equation*}
R_{\theta Y} M^{Y}+\partial_{\theta}\left(\grave{D}_{X} M^{X}\right)=-\xi \sin \theta=-\frac{1}{r_{0}^{2}} \mathrm{~g}_{\theta X} M^{X} \tag{104}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{\phi Y} M^{Y}+\partial_{\phi}\left(\check{D}_{X} M^{X}\right)=0=\mathrm{g}_{\phi X} M^{X} \tag{105}
\end{equation*}
$$

Therefore the two-space part of (66) is satisfied if

$$
\begin{equation*}
r_{0}^{2}=\frac{c^{2}}{4 \pi G \rho} . \tag{106}
\end{equation*}
$$

Note that to cause the extra dimensions to compactify so tightly, the field $M^{I}$ has to have a staggeringly high density. For example, for the radius to be the Planck length, the density needs to be of the order of $10^{95} \mathrm{~kg} \mathrm{~m}^{-3}$. Even if $r_{0}$ is only at nuclear scales, it would need to be of the order of $10^{56} \mathrm{~kg} \mathrm{~m}^{-3}$. (With a rising number of extra dimensions, the necessary density falls away according to 80 ). Note that $r_{0}$ will vary with $y^{\mu}$ if $\rho$ does - this would give rise to background gauge fields.

Other aspects of this solution are discussed in Section 10

## 10 Discussion

This section is far more speculative than the rest of the paper, but it should provide a flavour of the likely future directions of this research.

### 10.1 Additional matter multiplets and their effect on the geometry

The only matter currently in the model is the multiplet $M^{I}$. It should be recognised that $M^{I}$ is not itself a gravitational potential. Rather, gravity acts through the connection, while $M^{I}$ is a ultra-high-density vector field which determines the background geometry which any other fields present experience.

If we put additional matter in the system, we would want it to perturb the geometry - causing gravitational curvature, and if it is charged, inducing gauge fields. We would want to add it in the form of tensor or spinor fields for the full $N$-dimensional spacetime. Any such multiplet would then decompose on the product spacetime into multiplets which carry both four-space and internal indices.

For example, spinors on the product spacetime would transform as both Lorentz spinors (fermions) and the defining representation of unitary gauge symmetries. Work to clarify the relationship between the gauge symmetries of the standard model and the higher-dimensional $J$-symmetry is ongoing. The outer product of a higher-dimensional spinor field and its adjoint can be decomposed into a set of higher-dimensional tensor fields. This will include both scalars and vectors of $S O(1, N-1)$.

The effect of such additional matter on the geometry is easiest to explore in the case of a vector field. If we add a second vector field, $V^{I}$, to our model, this would not be an eigenvector of our initial operator, $R_{J}^{I}+\check{D}^{I} \stackrel{\circ}{D}_{J}$. Instead, it would perturb the connection, resulting in a new operator $R_{J}^{\prime I}+D^{\prime I} \stackrel{\circ}{D}_{J}^{\prime}$, in the following way. As these operators act linearly on vector fields, we could construct a total vector field $M^{I}+V^{I}$. This would then be an eigenvector for the perturbed operator $R_{J}^{\prime I}+\circ^{\prime I}{ }^{\circ} D_{J}^{\prime}$.

### 10.1.1 Charge quantisation and calculations on a Cartesian product space

If the perturbation caused by a new matter multiplet is small, and there are no background gauge fields, then the geometry they inhabit would be approximately a Cartesian product space. In this case, field configurations would need to be periodic over the compact space. Such configurations can be decomposed as a linear sum of harmonics, as described, for example, by Satheesh Kumar and Suresh 16 in the five-dimensional case (where these are Fourier modes) and by Salam and Strathdee 41 in more general cases.

This results in a Klein-type quantisation of internal charges, as follows. Rotations of such field configurations around the compact space are generated by differential operators satisfying the Lie algebra of the relevant $S O(N)$ group. The harmonics are eigenfunctions of these operators, whose eigenvalues are inversely proportional to their periods. These are the charge quantum numbers. This will be covered in greater detail in a forthcoming paper.

In searching for solutions to the field equations for such spaces, researchers should be aware of points raised by Pons 60 . Firstly, one would be looking to find a fourdimensional effective theory, by integrating over the compact factor space. Thought would need to be given to whether it is necessary that the solutions are 'consistent
truncations', in the sense that there is a way of carrying out the reduction to a fourdimensional effective theory either from the Lagrangian or from the field equations, and the resulting field configurations are the same. Secondly, in seeking a specific solution, a researcher might naturally make certain simplifying assumptions (for example, to obtain particular field content, such as we have done in Section 8.4. This should be done with caution, as it is possible that these could be equivalent to imposing constraints, resulting in the specific solution having a lower degree of symmetry than a completely general consistent solution.

### 10.1.2 Gauge fields induced by matter

However, we also need to consider deviations from a Cartesian product space, as these include our gauge fields. This provides geodesics which are not purely on one of the subspaces. This puts a question mark over whether it is possible to use the usual harmonic expansions over the compact manifold. It is certainly unclear how dimension reduction could be carried out in this case.

The other type of deviation from a Cartesian product space is a relaxation of the generalised 'cylinder condition'. It seems reasonable to anticipate that on scales well above that of the compact space, variations of the four-metric over the compact space would not have any physical impact. But a method of dimensional reduction that is suited to such spacetimes would be needed to verify this.

Not only would the gauge fields affect the field configurations of the matter, the matter would act as a source for the gauge fields. This raises another issue that we have not tackled in this paper: a field equation for the gauge fields. Usually in field theories, this takes the form

$$
\begin{equation*}
\stackrel{\circ}{D}^{\nu} F_{\mu \nu}=g j_{\mu} \tag{107}
\end{equation*}
$$

Until we have incorporated charged matter into the model, we cannot know for certain how, or indeed if, this equation can arise. However, we note that in GR, the field equation is not the only constraint on the geometry - the Riemann tensor also obeys the Bianchi identity:

$$
\begin{equation*}
\stackrel{\circ}{D}_{\mu} R_{\nu \rho \sigma \kappa}+\check{D}_{\kappa} R_{\nu \rho \mu \sigma}+\check{D}_{\sigma} R_{\nu \rho \kappa \mu}=0 . \tag{108}
\end{equation*}
$$

On a product space in $y$-coordinates, we easily find

$$
\begin{equation*}
\check{D}^{\nu} R_{\mu \nu X}{ }^{Y}=\check{D}^{Y} G_{\mu X}-\check{D}_{X} G_{\mu}{ }^{Y} . \tag{109}
\end{equation*}
$$

Then on going over to frame (Riemann normal) coordinates on the compact space, this gives us

$$
\begin{equation*}
\check{D}^{\nu} F_{\mu \nu X}{ }^{Y}=\check{D}^{Y} G_{\mu X}-\check{D}_{X} G_{\mu}{ }^{Y} \tag{110}
\end{equation*}
$$

That is, the derivative of the field strength is equal to a Lorentz vector which carries internal symmetry indices. It is conceivable that when combined with the field equation for the charged matter, this could result in the desired field equation for the gauge fields.

### 10.2 Symmetries beyond $G$

### 10.2.1 O'Raifeartaigh's theorem and what happens to symmetries on compactification

We now return to an issue raised in the Introduction - that of O'Raifeartaigh's nogo theorem 31. This makes it clear that we need to examine the action of higherdimensional transformations more closely.

It is clear that $J$ and its maximal pseudo-orthogonal subgroup $I$, when acting directly on tensor fields, mix Lorentz multiplets of different rank. This sounds unphysical, but they do not act directly on these multiplets in our physical universe. Remember that $L^{-1}$ has been used to redefine all multiplets of $J$ as multiplets of $G$. This redefinition is induced by a change of coordinates from the generic curvilinear ones $u^{I}$ to a set which respect the factor spaces, $y^{I}$. This, for example, breaks an $N$ vector into a neutral four-vector and a charged scalar. $G_{1}$ transforms the four-vector components and $G_{2}$ is a coordinate transformation on the charge space. Consequently, only $G$ is gauged.

If we were to undo this change of coordinates in our physical universe and adopt a more general set of coordinates $u^{I}$, this would introduce gauge fields for the rest of $J$ into our theoretical calculations, and these would mix Lorentz multiplets. However, for our physical universe, as a product spacetime, these would be pure gauge. They would only become dynamical fields in the decompactification limit.

In our product spacetime, the symmetries which mix Lorentz tensors of different rank are non-linearly realized, just as the fermionic spin-changing symmetries are nonlinearly realized in the Volkov-Akulov model 61, 62]. This may hint at a relationship between $J$-symmetry and supersymmetry ${ }^{3}$

This raises the question of whether this model violates O'Raifeartaigh's theorem and its successor, the Coleman-Mandula theorem. As explained in 5], it is at present difficult to evaluate whether it violates the latter, but it appears to successfully evade O'Raifeartaigh's theorem. Put in the language of this paper, O'Raifeartaigh's concern with a model with $I$-symmetry is that there would be a corresponding $N$-dimensional translation group. The generators of the translations on the additional dimensions would have continuous spectra of eigenvalues.

And indeed, this would be the case in the decompactification limit. However, as we compactify, the $s_{2}$-dimensional flat subspace is replaced by a compact space. The translations on this space are then replaced by transformations in a compact group. For example, if the compact space is a spherical space, $S^{s_{2}}$, it has an isometry group $S O\left(s_{2}+1\right)$. The space itself is diffeomorphic to $S O\left(s_{2}+1\right) / S O\left(s_{2}\right)$. Now, the model in this paper gauges $S O\left(s_{2}\right)$. This leaves the transformations of the coset space $S O\left(s_{2}+1\right) / S O\left(s_{2}\right)$ ungauged. There are $s_{2}$ of these, and these are precisely the transformations which reduce to translations in the decompactification limit.

For example, if we have six extra dimensions which curl up into $S^{6}, G_{2}$ has an $S O(6)$ subgroup of proper rotations. This has 15 parameters. But $S^{6}$ has a wider

[^2]$S O(7)$ group of symmetries. This has a total of 21 parameters - leaving six parameters which are not gauged. These are the ones which reduce to translations in the decompactification limit.

Now if we are looking for commuting sets of observables, $S O(2 n)$ and $S O(2 n+1)$ are both rank- $n$ groups. This means that if we have an even number of additional dimensions, we have no additional quantum numbers that commute with those of $H_{2}$. (For example, $S O(6)$ and $S O(7)$ both have three mutually observable quantum numbers.) If, on the other hand, we have an odd number of additional dimensions, there is one additional quantum number associated with the wider group of symmetries. However, it has discrete eigenvalues, so O'Raifeartaigh's theorem is evaded. Further discussion of quantum numbers is provided in the next section and this will all be covered more in more detail in a forthcoming paper.

### 10.2.2 Symmetries and degrees of freedom on the two-sphere

It is worth thinking about how these spherical symmetries play out in the two-sphere example of Section 9 . The two-sphere has an $S O(3)$ symmetry, which is not present in our initial Lagrangian, and it can be identified with the manifold $S O(3) / S O(2)$. However, both $g_{2}$ and our solution (99)-101) are dependent only on one periodic component. All reference to the $\phi$ coordinate has dropped out and the $\phi$-component of $M^{I}$ has also dropped out of the solution. Consequently, only the $S O(2)$ symmetry is manifest in the solution. This is analogous to the finding of Volkov et al 39 that for Luciani-type compactification on $G / H$ (where $H$ is the holonomy group of the compact submanifold), the gauge potentials associated with $G / H$ are non-dynamical and can be eliminated using a gauge transformation. Interestingly, in our case the solution depends on the $\theta$ coordinate on the sphere, and therefore has periodicity $\pi$ (rather than $2 \pi$ as it would for the corresponding $\phi$-dependence, for example).

Note that the solution we found was not necessarily the most general one. From the fact that the curvature of a two-dimensional compact manifold can be completely described using the Ricci scalar, we knew that it must be a sphere and that we could utilise polar coordinates. But we then stated a particular solution of (94) and showed that it satisfies the field equations.

An informative direction for future research might be to look into what we are able to say about the most general solution of which is consistent with the field equations and the constraints - both for two dimensions and for higher dimensionality, where the Einstein manifold is not fully determined by the scalar curvature. This could examine the question of whether the additional symmetries of the compact space always drop out in the way just described.

### 10.3 Energy and the limits of curvature

This theory makes it clear that in the absence of any matter, spacetime has its maximal symmetry. Consequently, our universe, with its broken symmetry, is not the 'ground state' or the 'low energy state' in this model. Symmetry is not restored as energy is increased beyond a threshold (either the energy in an experiment or the energy in the
system). Instead, it is restored as curvature is reduced to zero. The distribution of that curvature between dimensions is determined by the covariant derivative of $M^{I}$, while the intensity of the curvature is determined by $\rho$ : mass-energy causes curvature and the greater the mass-energy, the greater the curvature. Thus when the densities of the matter fields are reduced to zero, the curvature is reduced to zero and the whole universe is flat in all $N$ dimensions.

If we want to examine the energy in the system, we need to bear in mind that the relativistic view of energy and energy density is as non-covariant quantities - they are just some of the components of tensors, namely mass-energy and energy-momentum density. We also need to consider the meaning of gravitational energy. In GR, the equivalence principle makes it impossible to separate gravitational and inertial energymomentum in a covariant way. To do this, the teleparallel approach is required 5 .

As well as the decompactification limit, it is worth considering the opposite limit, where the compact factor space shrinks to a point. This would give us a fourdimensional theory, but the compact space would have infinite curvature, requiring $M^{I}$ to have an infinite density. So if only finite densities are allowed, the singularities that so concerned Penrose 64 (see Cipriani and Senovilla 65] for an expanded analysis) would not occur in this model.

Nonetheless, we could perform calculations in this theoretical limit. Not only would the $M^{I}$ fields have infinite density, if we had Kaluza-Klein modes for additional fields, their masses may also become infinite. These masses would be reset to finite values as the curvature of the compact factor space is returned to a finite value. This suggests a possible interpretation of the renormalisation procedure: the limit of infinitely curved extra dimensions is described by unrenormalised quantum field theories, while renormalisation represents resetting the curvature to its actual value. Indeed, taking this one stage further, we are increasing the number of dimensions above four in this procedure, so this could even provide a physical interpretation of dimensional regularisation ${ }^{4}$. This is all entirely speculative, but it is worth noting that several authors have shown a relation between the dynamics of forces and renormalisation 54, 67, 68.

### 10.4 Symmetries of the Standard Model

Of course, the evenutual aim of this research is to incorporate or reproduce the gauge fields and matter content of the Standard Model. Fermions would need to be incorporated by introducing one or more higher-dimensional spinors. These would decompose into multiplets carrying both Lorentz spinor indices and indices relating to internal symmetries.

Doing this in a way which provides the correct transformation properties for the resulting fermion fields is a non-trivial matter. It is beyond the scope of this paper and is under current investigation. For $S U(3)$ colour symmetry, there is the question of its embedding in $S U(4) \approx S O(6)$ (or a higher $S U(d)$ group) and why only $S U(3)$ is gauged. For the electroweak symmetry group $S U(2) \otimes U(1)$, there is the matter of

[^3]how these transformations interact with parity transformations. It is unclear whether the framework set out in this paper is sufficient to achieve this, or whether it must be adapted in some way.

## 11 Conclusions

We have shown that introducing a tensor field into an empty $N$-dimensional space can cause part of that space to compactify - even if it is not a multiplet of any other symmetry groups - but only if that field has the necessary properties. The covariant derivative of a vector field has the correct properties. It forms an orbit under the action (19) of the general linear group of the full spacetime. The symmetry breaking pattern - and hence the product structure of the spacetime - depends on which orbit the operator form of the symmetrised covariant derivative belongs to.

Furthermore, we found a suitable Lagrangian for such a system, such that the field equation (65) resulting from it is a simple generalisation of Poisson's equation. We have shown that such a system can admit a solution containing Minkowski spacetime, where the remaining dimensions form a compact Einstein manifold. The constraints on the symmetrised covariant derivative matrix which ensures this solution can be written in terms of the traces of its powers, and we have found these explicitly (83) in the case where the compact factor space is a two-sphere.

We have shown that when the constraints are satisfied across a coordinate neighbourhood, all tensor fields decompose naturally into tensors of the subspaces. The Levi-Civita connection for the product spacetime includes the Levi-Civita connection for the Minkowski spacetime. It also has components for which the associated spin connection is a gauge potential for an internal symmetry. This differs, for example, from the theories of Kaluza and Klein, in which the gauge potential appears directly in the metric.

The model has the following features:

- Additional dimensions are physical dimensions, which appear on the same footing as the four we are familiar with in the 'decompactification limit' of zero curvature;
- Variations in the curvature of the compact factor space with the four-dimensional coordinates are manifested as gauge fields; singularities in the extra dimensions cannot results unless matter fields have infinite density;
- Symmetries in the higher-dimensional group of coordinate transformations are non-linearly realised, by adopting coordinates adapted to the factor spaces;
- The full higher-dimensional symmetry is not restored at higher energies, it is only becomes manifest at the 'decompactification limit';
- The action is invariant under the full higher-dimensional symmetry, the field equation is fully covariant and symmetry breaking patterns are determined by invariants;
- Unitary gauge symmetries do not act directly on the space or its tensors; they act directly on spinors, but their action on outer the products of a spinor and its conjugate includes an orthogonal transformation which rotates vector and tensor fields;
- There are only additional translation symmetries at the 'decompactification limit'; in our universe, these are replaced by additional internal symmetries, which provide at most one additional quantum number with discrete eigenvalues, thus evading O'Raifeartaigh's no-go theorem;
- The model could possibly provide a physical interpretation of renormalisation.
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## Abbreviations

The following abbreviations are used in this manuscript:
GR General Relativity
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[^0]:    ${ }^{1}$ Kerner calls these 'coordinates' when they are introduced, but they appear to be components of A

[^1]:    ${ }^{2}$ However, it may be that $V^{I}$ itself has a geometric interpretation. This solution is one of a wider family for which $D_{\mu}^{\nu}=0$, which is Killing's equation for the four-dimensional spacetime. I am currently exploring the geometric interpretation of the constraints on $D_{I}^{J}$ in this regard.

[^2]:    ${ }^{3}$ Gabrielli 63 also looks at extending the Lorentz group to include symmetries which mix fields of different integer spin, but in four dimensions.

[^3]:    ${ }^{4}$ In a similar vein, Tanaka 66 has studied the regulation of ultraviolet divergences with higher Kaluza-Klein modes of a spinor.

