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#### Abstract

It is a classic topic in algebras to construct and verify equalities that are composed of various algebraic operations of elements and their inverses or generalized inverses. In this note, the author constructs a matrix equality $(A B)^{\dagger}=B^{*}\left(A^{*} A B B^{*}\right)^{\#} A^{*}$ (called a mixed reverse-order law), where $A$ and $B$ are two matrices of appropriate sizes, $(\cdot)^{*},(\cdot)^{\dagger}$, and $(\cdot)^{\#}$ denote the conjugate transpose, the Moore-Penrose inverse, and the group inverse of a matrix, respectively, and shows that the mixed reverse-order law always holds. A list of variation forms of this matrix equality are also given, and necessary and sufficient conditions are obtained for them to hold. Especially, we show a remarkable fact that the two reverse-order laws $(A B)^{\dagger}=B^{\dagger} A^{\dagger}$ and $\left(A^{*} A B B^{*}\right)^{\#}=\left(B B^{*}\right)^{\#}\left(A^{*} A\right)^{\#}$ are equivalent.
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## 1. Introduction

Throughout this article, let $\mathbb{C}^{m \times n}$ denote the collection of all $m \times n$ matrices over the field of complex numbers; $A^{*}$ denote the conjugate transpose of $A \in \mathbb{C}^{m \times n} ; r(A)$ and $\mathscr{R}(A)$ stand for the rank and the range (column space) of $A \in \mathbb{C}^{m \times n}$, respectively. A matrix $A \in \mathbb{C}^{m \times m}$ is said to be EP (range-Hermitian) if and only if $\mathscr{R}(A)=\mathscr{R}\left(A^{*}\right)$ holds, namely, the two linear subspaces spanned by the column vectors of $A$ and $A^{*}$ coincide. The Moore-Penrose inverse of $A \in \mathbb{C}^{m \times n}$, denoted by $A^{\dagger}$, is defined to be the unique matrix $X \in \mathbb{C}^{n \times m}$ that satisfies the following four Penrose equations

$$
\text { (1) } A X A=A \text {, (2) } X A X=X, \text { (3) }(A X)^{*}=A X,(4)(X A)^{*}=X A \text {. }
$$

A square matrix $A \in \mathbb{C}^{m \times m}$ is said to be group invertible if and only if there exists an $X \in \mathbb{C}^{m \times m}$ that satisfies the following three matrix equations

$$
\begin{equation*}
\text { (1) } A X A=A \text {, (2) } X A X=X \text {, (5) } A X=X A \text {. } \tag{1.2}
\end{equation*}
$$

In such a case, the matrix $X$, called the group inverse of $A$, is unique and is denoted by $X=A^{\#}$. It has been recognized that Moore-Penrose inverses and group inverses of matrices are two typical kinds of generalized inverses, which were defined and approached in matrix algebra and applications in 1950s, and thereby belong to the core and influential part in the discipline of generalized inverses, see e.g., [1-3].

As we know, constructions and characterizations of matrix equalities have been classical and attractive topics in matrix analysis and applications. Given the above definitions of the Moore-Penrose inverse and group inverse, one of the primary work is to construct and describe various matrix expressions and matrix equalities that are composed of algebraic operations of matrices and generalized inverses from theoretical and applied points of view. As usual, matrix equalities involving mixed operations of two matrices $A$ and $B$ of appropriate sizes and their Moore-Penrose inverses and group inverses can be generally represented as

$$
f\left(A, A^{*}, A^{\dagger}, A^{\#}, B, B^{*}, B^{\dagger}, B^{\#}\right)=0 .
$$

According to specified demands and interests, we can construct a tremendous number of matrix equalities as such due to the noncommutativity of matrix algebras and the singularity of a matrix. Yet, algebraists' particular interest are of the equalities that composed of mixed products of matrices and
their generalized inverses. Here, we mention just two fundamental and representative examples as follows

$$
\begin{equation*}
(A B)^{\dagger}=B^{\dagger} A^{\dagger},(A B)^{\#}=B^{\#} A^{\#} \tag{1.3}
\end{equation*}
$$

for the purpose of presenting some background details of the work. As we know that these two matrix equalities are usually called the reverse-order laws for the Moore-Penrose inverse and the group inverse of the product of two matrices, respectively, in the theory of generalized inverses. Obviously, the two reverse-order laws in (1.3) are certain extensions of the best-known basic equality $(A B)^{-1}=B^{-1} A^{-1}$ for the standard inverse of the product of two invertible matrices in linear algebra. The two equalities, however, do not necessarily hold because of singularity of $A$ and $B$ and the noncommutativity of matrix algebra. Hence, there have been strong interests in the discipline of generalized inverses to search various reasonable conditions under which the two reverse-order laws hold since 1960s; see ([1] p. 161) and [20,21], while necessary and sufficient conditions for the second the reverse-order law in (1.3) can be found, e.g., in $[4,8]$.

In addition to (1.3), various reverse-order equalities of mixed or nested type for Moore-Penrose inverses and group inverses of matrix products can be constructed through various feasible algebraic operations of matrices and their generalized inverses, such as,

$$
\begin{align*}
& (A B)^{\dagger}=\left(A^{\dagger} A B\right)^{\dagger}\left(A B B^{\dagger}\right)^{\dagger}, \quad(A B)^{\dagger}=B^{\dagger}\left(A^{\dagger} A B B^{\dagger}\right)^{\dagger} A^{\dagger}, \quad(A B)^{\dagger}=B^{*}\left(A^{*} A B B^{*}\right)^{\dagger} A^{*}  \tag{1.4}\\
& (A B)^{\#}=B^{\dagger}\left(A^{\dagger} A B B^{\dagger}\right)^{\dagger} A^{\dagger}, \quad(A B)^{\#}=B^{\dagger}\left(A^{\dagger} A B B^{\dagger}\right)^{\#} A^{\dagger}, \quad(A B)^{\#}=B^{\#}\left(A^{\dagger} A B B^{\dagger}\right)^{\#} A^{\#}, \tag{1.5}
\end{align*}
$$

etc.; see [9,11-13,16-18]. Generally speaking, reverse-order law problems belong to theoretic aspects of generalized inverses, while the studies of these matrix equalities have brought essential progress of fundamental theory of generalized inverses in the past several decades.

In this note, we show how to construct various reasonable matrix equalities involving mixed products of the Moore-Penrose inverse and group inverse of a matrix by definitions of generalized inverses and matrix rank equalities. The main work is to study the following mixed reverse-order law

$$
\begin{equation*}
(A B)^{\dagger}=B^{*}\left(A^{*} A B B^{*}\right)^{\#} A^{*} \tag{1.6}
\end{equation*}
$$

and its variations, where $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times p}$. Although this matrix equality involves operations of two matrices and their conjugate transposes, Moore-Penrose inverse, and group inverse, it can be directly reduced to the form $(A B)^{-1}=B^{-1} A^{-1}$ when $A$ and $B$ are two invertible matrices of the same size. The author will show that (1.6) always holds using the matrix rank method. The author then constructs a variety of variation forms of (1.6) involving the Moore-Penrose inverse and group inverses, and derives necessary and sufficient conditions for them to hold. Especially, we shall show a new fact that the first reverse-order law in (1.3) and the following reverse-order law

$$
\begin{equation*}
\left(A^{*} A B B^{*}\right)^{\#}=\left(B B^{*}\right)^{\#}\left(A^{*} A\right)^{\#} \tag{1.7}
\end{equation*}
$$

are equivalent.
The rest of this note is organized as follows. In Section 2, we introduce some preliminary results and facts on ranks, ranges, and generalized inverses of matrices. In Section 3, we construct a series of mixed reverse-order laws involving Moore-Penrose inverses and group inverses of matrices, and derive necessary and sufficient conditions for them to hold using the matrix rank formula in Lemma 5. Some conclusions and remarks are given Section 4.

## 2. Some Preliminaries

In this section, we present some lemmas which provide a variety of commonly-used formulas and facts, which can be found in the literature, see e.g., [1,3], or easy to prove by the definitions of ranks, ranges, and generalized inverses of matrices.

Lemma 1. Let $A \in \mathbb{C}^{m \times n}$. Then,

$$
\begin{align*}
& \left(A^{\dagger}\right)^{*}=\left(A^{*}\right)^{\dagger}, \quad\left(A^{\dagger}\right)^{\dagger}=A  \tag{2.1}\\
& A^{\dagger}=A^{*}\left(A A^{*}\right)^{\dagger}=\left(A^{*} A\right)^{\dagger} A^{*}=A^{*}\left(A^{*} A A^{*}\right)^{\dagger} A^{*},  \tag{2.2}\\
& \left(A^{*}\right)^{\dagger} A^{*}=\left(A A^{\dagger}\right)^{*}=A A^{\dagger}, A^{*}\left(A^{*}\right)^{\dagger}=\left(A^{\dagger} A\right)^{*}=A^{\dagger} A,  \tag{2.3}\\
& \left(A A^{*}\right)^{\dagger}=\left(A^{\dagger}\right)^{*} A^{\dagger},\left(A^{*} A\right)^{\dagger}=A^{\dagger}\left(A^{\dagger}\right)^{*},\left(A A^{*} A\right)^{\dagger}=A^{\dagger}\left(A^{\dagger}\right)^{*} A^{\dagger} . \tag{2.4}
\end{align*}
$$

Lemma 2. Let $A \in \mathbb{C}^{m \times m}$. Then, $A$ is group invertible if and only if $r\left(A^{2}\right)=r(A)$. In this case,

$$
\begin{equation*}
A^{\#}=A\left(A^{3}\right)^{\dagger} A \tag{2.5}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
A^{\dagger}=A^{\#} \Leftrightarrow \mathscr{R}(A)=\mathscr{R}\left(A^{*}\right) . \tag{2.6}
\end{equation*}
$$

Recall that that a matrix is null if and only if its rank is zero. As a direct consequence of this elementary fact we see that two matrices $A$ and $B$ of the same size are equal if and only if $r(A-B)=0$. In view of this fact, we may figure out that if certain nontrivial and analytical formulas for calculating the rank of $A-B$ are obtained, they can reasonably be utilized to interpret essential links between the two matrices and to characterize the matrix quality $A=B$ in a convenient manner. The usefulness of this proposed method is in that we are able to precisely calculate the rank of matrix by elementary operations of matrices. Matrix rank formulas now are highly recognized as useful and reliable techniques to construct and characterize various simple or complicated algebraic equalities for matrices and their operations. In particular, algebraists have realized that reverse-order law problems for generalized inverses of products of matrices can be reasonably described by the matrix method; see some recent papers [18-22] by the present author regarding the matrix rank method in the investigations of reverse-order laws for generalized inverses of matrix products. Below, we give some existing basic facts and formulas on ranks of matrices.

Lemma 3. Let $A_{1} \in \mathbb{C}^{m \times n_{1}}, A_{2} \in \mathbb{C}^{m \times n_{2}}, B_{1} \in \mathbb{C}^{m \times p_{1}}$, and $B_{2} \in \mathbb{C}^{m \times p_{2}}$. If $\mathscr{R}\left(A_{1}\right)=\mathscr{R}\left(B_{1}\right)$ and $\mathscr{R}\left(A_{2}\right)=\mathscr{R}\left(B_{2}\right)$, then two equalities $\mathscr{R}\left[A_{1}, A_{2}\right]=\mathscr{R}\left[B_{1}, B_{2}\right]$ and $r\left[A_{1}, A_{2}\right]=r\left[B_{1}, B_{2}\right]$ hold.

Lemma 4. Let $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{m \times p}, P \in \mathbb{C}^{p \times m}$, and $Q \in \mathbb{C}^{q \times n}$. Then,

$$
\begin{align*}
& r\left(A A^{*} A\right)=r\left(A A^{*}\right)=r\left(A^{*} A\right)=r\left(A^{\dagger}\right)=r\left(A^{*}\right)=r(A),  \tag{2.7}\\
& \mathscr{R}\left(A A^{*} A\right)=\mathscr{R}\left(A A^{*}\right)=\mathscr{R}\left(A A^{\dagger}\right)=\mathscr{R}\left(\left(A^{\dagger}\right)^{*}\right)=\mathscr{R}(A),  \tag{2.8}\\
& \mathscr{R}\left(A^{*} A A^{*}\right)=\mathscr{R}\left(A^{*} A\right)=\mathscr{R}\left(A^{\dagger} A\right)=\mathscr{R}\left(A^{\dagger}\right)=\mathscr{R}\left(A^{*}\right),  \tag{2.9}\\
& \mathscr{R}\left(A Q^{\dagger} Q\right)=\mathscr{R}\left(A Q^{\dagger}\right)=\mathscr{R}\left(A Q^{*} Q\right)=\mathscr{R}\left(A Q^{*}\right), \tag{2.10}
\end{align*}
$$

and

$$
\begin{equation*}
\mathscr{R}(A) \subseteq \mathscr{R}(B) \text { and } r(A)=r(B) \Rightarrow \mathscr{R}(A)=\mathscr{R}(B) \tag{2.11}
\end{equation*}
$$

It is trivial to see that

$$
f\left(A, A^{*}, A^{\dagger}, A^{\#}, B, B^{*}, B^{\dagger}, B^{\#}\right)=0 \Leftrightarrow r\left(f\left(A, A^{*}, A^{\dagger}, A^{\#}, B, B^{*}, B^{\dagger}, B^{\#}\right)\right)=0 .
$$

Thus, if a certain analytical formula are established for calculating the rank of $f(\cdot)$, we can derive certain necessary and sufficient conditions for $f(\cdot)$ to hold from the rank formula. This fact has been proved to be a feasible and effective methodology since 1970s to construct and describe various matrix equalities that involve generalized inverses of matrices. One of such representative formulas we shall use is given below.

Lemma 5 [15]). Let $A, B \in \mathbb{C}^{m \times n}$, and assume that $A X A=A$ and $B X B=B$ hold for an $X \in \mathbb{C}^{n \times m}$, namely, $A$ and $B$ are outer inverses of $X$. Then, the following rank equality

$$
r(A-B)=r\left[\begin{array}{l}
A  \tag{2.12}\\
B
\end{array}\right]+r[A, B]-r(A)-r(B)
$$

holds. Therefore,

$$
A=B \Leftrightarrow r\left[\begin{array}{l}
A  \tag{2.13}\\
B
\end{array}\right]+r[A, B]=r(A)+r(B) \Leftrightarrow \mathscr{R}(A)=\mathscr{R}(B) \text { and } \mathscr{R}\left(A^{*}\right)=\mathscr{R}\left(B^{*}\right) .
$$

Lemma 6 [1]). Let $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{m \times p}$. Then

$$
\begin{equation*}
(A B)^{\dagger}=B^{\dagger} A^{\dagger} \Leftrightarrow \mathscr{R}\left(A^{*} A B B^{*}\right)=\mathscr{R}\left(B B^{*} A^{*} A\right) . \tag{2.14}
\end{equation*}
$$

## 3. Main Results

In this section, we construct a series of mixed reverse-order laws involving Moore-Penrose inverses and group inverses of matrices, and derive necessary and sufficient conditions for them to hold using the matrix rank formula in Lemma 5.

Theorem 7. Let $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times p}$. Then, the matrix product $A^{*} A B B^{*}$ is group invertible and the mixed reverse-order law in (1.6) always holds.

Proof. Since the matrix product $A^{*} A B B^{*}$ is a square matrix, $\left(A^{*} A B B^{*}\right)^{2}$ is defined, and its rank satisfies

$$
\begin{aligned}
r\left(\left(A^{*} A B B^{*}\right)^{2}\right) & \leq r\left(A^{*} A B B^{*}\right) \\
r\left(\left(A^{*} A B B^{*}\right)^{2}\right) & \geq r\left(\left(A^{*} A B B^{*}\right)^{2} A^{*} A\right) \\
& =r\left(A^{*} A B B^{*} A^{*}\left(A^{*} A B B^{*} A^{*}\right)^{*}\right) \\
& =r\left(A^{*} A B B^{*} A^{*}\right) \\
& =r\left(A^{*} A B B^{*}\right)
\end{aligned}
$$

by (2.7), and thus, $r\left(\left(A^{*} A B B^{*}\right)^{2}\right)=r\left(A^{*} A B B^{*}\right)$ holds. This rank equality implies that $\left(A^{*} A B B^{*}\right)^{\#}$ exists by Lemma 2. Also by (2.8)-(2.11),

$$
\begin{align*}
& \mathscr{R}\left((A B)^{\dagger}\right)=\mathscr{R}\left((A B)^{*}\right), \mathscr{R}\left(\left((A B)^{\dagger}\right)^{*}\right)=\mathscr{R}(A B),  \tag{3.1}\\
& \mathscr{R}\left(B^{*}\left(A^{*} A B B^{*}\right)^{\#} A^{*}\right)=\mathscr{R}\left(B^{*} A^{*}\right), \mathscr{R}\left(\left(B^{*}\left(A^{*} A B B^{*}\right)^{\#} A^{*}\right)^{*}\right)=\mathscr{R}(A B) . \tag{3.2}
\end{align*}
$$

Further by the definitions of the Moore-Penrose inverse and the group inverse, $(A B)^{\dagger}$ and $B^{*}\left(A^{*} A B B^{*}\right)^{\#} A^{*}$ are outer inverses of $A B$. In this situation, applying (2.12) to the difference of $(A B)^{\dagger}$ and $B^{*}\left(A^{*} A B B^{*}\right)^{\#} A^{*}$ and simplifying by Lemma 3, (3.1), and (3.2), we obtain

$$
\begin{aligned}
r\left((A B)^{\dagger}-B^{*}\left(A^{*} A B B^{*}\right)^{\#} A^{*}\right)= & r\left[\begin{array}{c}
(A B)^{\dagger} \\
B^{*}\left(A^{*} A B B^{*}\right)^{\#} A^{*}
\end{array}\right]+r\left[(A B)^{\dagger}, B^{*}\left(A^{*} A B B^{*}\right)^{\#} A^{*}\right] \\
& -r\left((A B)^{\dagger}\right)-r\left(B^{*}\left(A^{*} A B B^{*}\right)^{\#} A^{*}\right) \\
= & r\left[\begin{array}{c}
(A B)^{*} \\
B^{*} A^{*}
\end{array}\right]+r\left[(A B)^{*}, B^{*} A^{*}\right]-2 r(A B) \\
= & r\left[\begin{array}{c}
(A B)^{*} \\
0
\end{array}\right]+r\left[(A B)^{*}, 0\right]-2 r(A B)=0
\end{aligned}
$$

thus establishing the equality in (1.6).

Corollary 8. Let $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times p}$. Then, the following mixed reverse-order laws always hold:

$$
\begin{align*}
& \left(A^{\dagger} A B\right)^{\dagger}=B^{*}\left(A^{\dagger} A B B^{*}\right)^{\#} A^{\dagger} A  \tag{3.3}\\
& \left(A B B^{\dagger}\right)^{\dagger}=B B^{\dagger}\left(A^{*} A B B^{\dagger}\right)^{\#} A^{*}  \tag{3.4}\\
& \left(A^{\dagger} A B B^{\dagger}\right)^{\dagger}=B B^{\dagger}\left(A^{\dagger} A B B^{\dagger}\right)^{\#} A^{\dagger} A  \tag{3.5}\\
& (A B)^{\dagger}=B^{*}\left(A^{\dagger} A B B^{*}\right)^{\#} A^{\dagger} A B B^{\dagger}\left(A^{*} A B B^{\dagger}\right)^{\#} A^{*}  \tag{3.6}\\
& \left(A^{*} A B B^{*}\right)^{\dagger}=B B^{*}\left(\left(A^{*} A\right)^{2}\left(B B^{*}\right)^{2}\right)^{\#} A^{*} A \tag{3.7}
\end{align*}
$$

Proof. Replacing $A$ and $B$ in (1.6) with $A^{\dagger} A$ and $B B^{\dagger}$, respectively or simultaneously, and simplifying lead to (3.3), (3.4), and (3.5). Substitution of (3.3) and (3.4) into the well-known equality $(A B)^{\dagger}=$ $\left(A^{\dagger} A B\right)^{\dagger}\left(A B B^{\dagger}\right)^{\dagger}$ leads to (3.6). Replacing $A$ and $B$ in (1.6) with $A^{*} A$ and $B B^{*}$ leads to (3.7).

Theorem 9. Let $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times p}$. Then, the following three rank equalities

$$
\begin{align*}
r\left((A B)^{\dagger}-B^{*}\left(A^{*} A B B^{*}\right)^{\dagger} A^{*}\right) & =r\left((A B)^{\dagger}-B^{\dagger}\left(A^{\dagger} A B B^{\dagger}\right)^{\dagger} A^{\dagger}\right) \\
& =r\left((A B)^{\dagger}-B^{\dagger}\left(A^{\dagger} A B B^{\dagger}\right)^{\#} A^{\dagger}\right) \\
& =r\left[\begin{array}{c}
A B B^{*} B \\
A B
\end{array}\right]+r\left[A A^{*} A B, A B\right]-2 r(A B) \tag{3.8}
\end{align*}
$$

hold. Hence,

$$
\begin{align*}
(A B)^{\dagger}=B^{*}\left(A^{*} A B B^{*}\right)^{\dagger} A^{*} & \Leftrightarrow(A B)^{\dagger}=B^{\dagger}\left(A^{\dagger} A B B^{\dagger}\right)^{\dagger} A^{\dagger} \\
& \Leftrightarrow(A B)^{\dagger}=B^{\dagger}\left(A^{\dagger} A B B^{\dagger}\right)^{\#} A^{\dagger} \\
& \Leftrightarrow r\left[\begin{array}{c}
A B B^{*} B \\
A B
\end{array}\right]=r\left[A A^{*} A B, A B\right]=r(A B) . \tag{3.9}
\end{align*}
$$

Proof. The first two equalities in (3.8) were given in [16]. Substitution of (3.5) into the second equality in (3.8) leads to the third equality in (3.8).

Theorem 10. Let $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times p}$. Then,

$$
\begin{align*}
r\left((A B)^{\dagger}-B^{*}\left(A^{\dagger} A B B^{*}\right)^{\#} A^{\dagger}\right) & =r\left[A A^{*} A B, A B\right]-r(A B),  \tag{3.10}\\
r\left((A B)^{\dagger}-B^{\dagger}\left(A^{*} A B B^{\dagger}\right)^{\#} A^{*}\right) & =r\left[\begin{array}{c}
A B B^{*} B \\
A B
\end{array}\right]-r(A B),  \tag{3.11}\\
r\left((A B)^{\dagger}-B^{\dagger}\left(A^{\dagger} A B B^{\dagger}\right)^{\#} A^{\dagger}\right) & =r\left[\begin{array}{c}
A B B^{*} B \\
A B
\end{array}\right]+r\left[A A^{*} A B, A B\right]-2 r(A B),  \tag{3.12}\\
r\left((A B)^{\dagger}-B^{*} B B^{*}\left(\left(A^{*} A\right)^{2}\left(B B^{*}\right)^{2}\right)^{\#} A^{*} A A^{*}\right) & =r\left[\begin{array}{c}
A B B^{*} B \\
A B
\end{array}\right]+r\left[A A^{*} A B, A B\right]-2 r(A B) \tag{3.13}
\end{align*}
$$

hold. Hence,

$$
\begin{align*}
(A B)^{\dagger}=B^{*}\left(A^{\dagger} A B B^{*}\right)^{\#} A^{\dagger} & \Leftrightarrow r\left[A A^{*} A B, A B\right]=r(A B),  \tag{3.14}\\
(A B)^{\dagger}=B^{\dagger}\left(A^{*} A B B^{\dagger}\right)^{\#} A^{*} & \Leftrightarrow r\left[\begin{array}{c}
A B B^{*} B \\
A B
\end{array}\right]=r(A B),  \tag{3.15}\\
(A B)^{\dagger}=B^{\dagger}\left(A^{\dagger} A B B^{\dagger}\right)^{\#} A^{\dagger} & \Leftrightarrow(A B)^{\dagger}=B^{*}\left(A^{\dagger} A B B^{*}\right)^{\#} A^{\dagger}=B^{\dagger}\left(A^{*} A B B^{\dagger}\right)^{\#} A^{*} \\
& \Leftrightarrow(A B)^{\dagger}=B^{*} B B^{*}\left(\left(A^{*} A\right)^{2}\left(B B^{*}\right)^{2}\right)^{\#} A^{*} A A^{*} \\
& \Leftrightarrow r\left[\begin{array}{c}
A B B^{*} B \\
A B
\end{array}\right]=r\left[A A^{*} A B, A B\right]=r(A B) . \tag{3.16}
\end{align*}
$$

Proof. Eqs. (3.10)-(3.13) follow from (2.12) and simplifications of the corresponding matrix rank equalities.

Corollary 11. Let $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times p}$. Then,

$$
\begin{align*}
\left(A^{\dagger} A B\right)^{\dagger} & =B^{*}\left(A^{\dagger} A B B^{*}\right)^{\#} A^{\dagger} A \Leftrightarrow r\left[A A^{*} A B, A B\right]=r(A B),  \tag{3.17}\\
\left(A^{\dagger} A B\right)^{\dagger} & =B^{\dagger}\left(A^{\dagger} A B B^{\dagger}\right)^{\#} A^{\dagger} A \Leftrightarrow r\left[\begin{array}{c}
A B B^{*} B \\
A B
\end{array}\right]=r\left[A A^{*} A B, A B\right]=r(A B),  \tag{3.18}\\
\left(A B B^{\dagger}\right)^{\dagger} & =B B^{\dagger}\left(A^{*} A B B^{\dagger}\right)^{\#} A^{*} \Leftrightarrow r\left[A A^{*} A B, A B\right]=r(A B)  \tag{3.19}\\
\left(A B B^{\dagger}\right)^{\dagger} & =B B^{\dagger}\left(A^{\dagger} A B B^{\dagger}\right)^{\#} A^{\dagger} \Leftrightarrow r\left[\begin{array}{c}
A B B^{*} B \\
A B
\end{array}\right]=r\left[A A^{*} A B, A B\right]=r(A B) . \tag{3.20}
\end{align*}
$$

Proof. Replacing $A$ and $B$ in (3.14), (3.15), and (3.16) with $A^{\dagger} A$ and $B B^{\dagger}$, respectively, and simplifying lead to (3.17)-(3.20).

Below, we show the equivalence of the first equality in (1.3) and the one in (1.7).
Theorem 12. Let $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times p}$. Then,

$$
\begin{equation*}
(A B)^{\dagger}=B^{\dagger} A^{\dagger} \Leftrightarrow\left(A^{*} A B B^{*}\right)^{\#}=\left(B B^{*}\right)^{\#}\left(A^{*} A\right)^{\#} \tag{3.21}
\end{equation*}
$$

Proof. Since $A^{*} A$ and $B B^{*}$ are Hermitian, it is easy to verify by the definitions of the Moore-Penrose inverse and the group inverse that $\left(A^{*} A\right)^{\#}=\left(A^{*} A\right)^{\dagger}$ and $\left(B B^{*}\right)^{\#}=\left(B B^{*}\right)^{\dagger}$ hold. Substitution of the two equalities into the second equality in (3.21) and then the second equality into (1.6) lead to

$$
(A B)^{\dagger}=B^{*}\left(A^{*} A B B^{*}\right)^{\#} A^{*}=B^{*}\left(B B^{*}\right)^{\dagger}\left(A^{*} A\right)^{\dagger} A^{*}=B^{\dagger} A^{\dagger}
$$

by (2.2). Conversely, we are first able to obtain from (2.14) that

$$
\begin{equation*}
\left(A^{*} A B B^{*}\right)^{\dagger}=\left(B B^{*}\right)^{\dagger}\left(A^{*} A\right)^{\dagger} \tag{3.22}
\end{equation*}
$$

holds. Further, we obtain from (2.14), (2.6), and (3.22) that

$$
\left(A^{*} A B B^{*}\right)^{\#}=\left(A^{*} A B B^{*}\right)^{\dagger}=\left(B B^{*}\right)^{\dagger}\left(A^{*} A\right)^{\dagger}=\left(B B^{*}\right)^{\#}\left(A^{*} A\right)^{\#}
$$

as required for the second equality in (3.21).
Corollary 13. Let $A \in \mathbb{C}^{m \times m}$. Then, $\left(A^{*} A^{2} A^{*}\right)^{\#}$ exists, and we have the following results.
(a) The following equalities always hold:

$$
\begin{aligned}
\left(A^{2}\right)^{\dagger} & =A^{*}\left(A^{*} A^{2} A^{*}\right)^{\#} A^{*} \\
\left(A^{2}\right)^{\dagger} & =A^{*}\left(A^{\dagger} A^{2} A^{*}\right)^{\#} A^{\dagger} A^{2} A^{\dagger}\left(A^{*} A^{2} A^{\dagger}\right)^{\#} A^{*}, \\
\left(A^{\dagger} A^{2}\right)^{\dagger} & =A^{*}\left(A^{\dagger} A^{2} A^{*}\right)^{\#} A^{\dagger} A \\
\left(A^{2} A^{\dagger}\right)^{\dagger} & =A A^{\dagger}\left(A^{*} A^{2} A^{\dagger}\right)^{\#} A^{*}, \\
\left(A^{\dagger} A^{2} A^{\dagger}\right)^{\dagger} & =A A^{\dagger}\left(A^{\dagger} A^{2} A^{\dagger}\right)^{\#} A^{\dagger} A, \\
\left(A^{*} A^{2} A^{*}\right)^{\dagger} & =A A^{*}\left(\left(A^{*} A\right)^{2}\left(A A^{*}\right)^{2}\right)^{\#} A^{*} A .
\end{aligned}
$$

(b) If the condition $r\left(A^{2}\right)=r(A)$, then

$$
\begin{aligned}
\left(A^{2}\right)^{\dagger} & =A^{*}\left(A^{*} A^{2} A^{*}\right)^{\dagger} A^{*}=A^{\dagger}\left(A^{\dagger} A^{2} A^{\dagger}\right)^{\dagger} A^{\dagger} \\
& =A^{\dagger}\left(A^{\dagger} A^{2} A^{\dagger}\right)^{\#} A^{\dagger}=A^{*} A A^{*}\left(\left(A^{*} A\right)^{2}\left(A A^{*}\right)^{2}\right)^{\#} A^{*} A A^{*} \\
\left(A^{3}\right)^{\dagger} & =A^{*}\left(A^{*} A^{2} A^{*}\right)^{\dagger} A^{*} A A^{*}\left(A^{*} A^{2} A^{*}\right)^{\dagger} A^{*}=A^{\dagger}\left(A^{\dagger} A^{2} A^{\dagger}\right)^{\dagger} A^{\dagger}\left(A^{\dagger} A^{2} A^{\dagger}\right)^{\dagger} A^{\dagger} .
\end{aligned}
$$

(c) The following facts hold:

$$
\begin{aligned}
\left(A^{2}\right)^{\dagger}=A^{*}\left(A^{*} A^{2} A^{*}\right)^{\dagger} A^{*} & \Leftrightarrow\left(A^{2}\right)^{\dagger}=A^{\dagger}\left(A^{\dagger} A^{2} A^{\dagger}\right)^{\dagger} A^{\dagger} \\
& \Leftrightarrow\left(A^{2}\right)^{\dagger}=A^{\dagger}\left(A^{\dagger} A^{2} A^{\dagger}\right)^{\#} A^{\dagger} \\
& \Leftrightarrow\left(A^{2}\right)^{\dagger}=A^{*} A A^{*}\left(\left(A^{*} A\right)^{2}\left(A A^{*}\right)^{2}\right)^{\#} A^{*} A A^{*} \\
& \Leftrightarrow r\left[\begin{array}{c}
A^{2} A^{*} A \\
A^{2}
\end{array}\right]=r\left[A A^{*} A^{2}, A^{2}\right]=r\left(A^{2}\right) .
\end{aligned}
$$

(d) $\left(A^{2}\right)^{\dagger}=\left(A^{\dagger}\right)^{2} \Leftrightarrow\left(A^{*} A^{2} A^{*}\right)^{\#}=\left(A A^{*}\right)^{\#}\left(A^{*} A\right)^{\#}$.

Proof. It follows from setting $A=B$ in the preceding theorems and corollaries.
Finally, we present several results on mixed products of $A^{\dagger}$ and $A^{\#}$ and their generalized inverses.
Theorem 14. Let $A \in \mathbb{C}^{m \times m}$ and assume that $r\left(A^{2}\right)=r(A)$. Then, we have the following results.
(a) The following four reverse-order laws always hold:

$$
\begin{gathered}
\left(A^{\#} A^{\dagger}\right)^{\dagger}=A\left(A^{\#}\right)^{\dagger}, \quad\left(A^{\dagger} A^{\#}\right)^{\dagger}=\left(A^{\#}\right)^{\dagger} A \\
\left(A^{\#} A^{\dagger} A^{\#}\right)^{\dagger}=\left(A^{\#}\right)^{\dagger} A\left(A^{\#}\right)^{\dagger}, \quad\left(A^{\dagger} A^{\#} A^{\dagger}\right)^{\dagger}=A\left(A^{\#}\right)^{\dagger} A .
\end{gathered}
$$

(b) The following four matrix equalities always hold:

$$
\left(A^{\#} A^{\dagger}\right)^{\dagger} A^{\#}=A^{\#}\left(A^{\dagger} A^{\#}\right)^{\dagger}=A^{\#}\left(A^{\#} A^{\dagger} A^{\#}\right)^{\dagger} A^{\#}=\left(\left(A^{\dagger}\left(A^{\dagger} A^{\#} A^{\dagger}\right)^{\dagger} A^{\dagger}\right)^{\dagger}\right)^{\#}=A .
$$

(c) The following four reverse-order laws always hold:

$$
\begin{gathered}
\left(\left(A^{\#} A^{\dagger}\right)^{k}\right)^{\dagger}=\left(A\left(A^{\#}\right)^{\dagger}\right)^{k}, \quad\left(\left(A^{\dagger} A^{\#}\right)^{k}\right)^{\dagger}=\left(\left(A^{\#}\right)^{\dagger} A\right)^{k}, \quad k \geq 2 \\
\left(\left(A^{\#} A^{\dagger}\right)^{k} A^{\#}\right)^{\dagger}=\left(\left(A^{\#}\right)^{\dagger} A\right)^{k}\left(A^{\#}\right)^{\dagger}, \quad\left(\left(A^{\dagger} A^{\#}\right)^{k} A^{\dagger}\right)^{\dagger}=\left(A\left(A^{\#}\right)^{\dagger}\right)^{k} A, \quad k \geq 2 .
\end{gathered}
$$

Proof. Follows from (2.14).

## 4. Conclusions

We constructed a variety of matrix equalities for mixed products of two matrices and their generalized inverses, and developed a sequence of novel and pleasing results and equivalent facts. Since this work is conducted by means of ordinary algebraic operations of matrices and their generalized inverses, including the cogent use of the block matrix representation method and the matrix rank method, the findings in the preceding sections are easy to understand within the scope of generalized inverses of matrices, and thus bring convenience of extending this work to general algebraic settings, such as, rings and operator algebras, in which generalized inverses of objects, as well as reverse-order laws for generalized inverses can be defined accordingly.
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