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Abstract: Caries is a prevalent oral disease that primarily affects children and teenagers. Advances 

in machine learning have caught the attention of scientists working with decision support systems 

to predict early tooth decay. Current research has developed machine learning algorithm for caries 

classification and reached high accuracy especially in ML for image data. Unfortunately, most stud-

ies on dental caries only focus on classification and prediction tasks, meanwhile dental carries pre-

vention is more important. Therefore, this study aims to design an efficient feature for decision sup-

port system machine learning based that can identify various risk factors that cause dental caries 

and its prevention. The data used in the research work was obtained from the 2018 Korean Chil-

dren's Oral Health Survey, which totaled nine datasets. The experimental results show that combin-

ing the mRMR and GINI Feature Importance methods when training with the GBDT model 

achieved the optimum performance of 95%, 93%, 99%, and 88% for accuracy, F1 score, precision, 

and recall, respectively. So, the proposed method has provided effective predictive model for dental 

caries prediction. 

Keywords: Disease Dental Caries, Gradient Boosting Decision Tree, Feature Selection, Machine 

Learning, Feature importance 

 

1. Introduction 

Oral health is important for general health and quality of life. Oral health means be-

ing free from throat cancer, infections and sores in the mouth, gum disease, tooth loss, 

dental caries, and other diseases so that no disturbances limit biting, chewing, smiling, 

speaking, and psychosocial well-being. One that is related to oral health is dental health. 

Dental caries is a dental health disorder. Dental caries is formed because there is leftover 

food that sticks to the teeth, which in turn causes calcification of the teeth. As a result, 

teeth become porous, hollow, and even broken. Dental caries is a disease associated with 

the hard tissues of the teeth, namely enamel, dentin, and cementum, in the form of de-

cayed areas on the teeth, occurring as a result of the process of gradually dissolving the 

mineral surface of the teeth and continuing to grow to the inside of the teeth. 

Global Burden research reported at 2019 dental caries is the most common oral dis-

ease affecting approximately 3.5 billion people, which are 2 billion suffer from permanent 

dental caries [1]. Moreover, in 2020 more than 6 million patients in the Republic of Korea 

visited dentists of which 1.45 million were children (0~9 years old) [2]. So dental caries 

disease is a challenge for scientists to solve these problems. 

Recent research on dental caries was conducted by Rimi et al. [3], who discussed the 

prediction of dental caries using Machine Learning(ML). In their experiments, they used 

nine algorithms, namely K-Nearest Neighbors (KNN), logistic regression (LR), support 

vector machine (SVM), random forest (RF), naïve Bayes (NB), classification and regression 

trees, multilayer perception (MLP), linear discriminant analysis (LDA), and adaptive 
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boosting (AdaBoost). The best results were obtained through logistic regression (LR) with 

an accuracy of 95.89%. 

Meanwhile, to detect dental caries, researchers use data images such as those done 

by Zhang et al [4], Lee et al [5], Estai et al [6], and Leo et al [7]. Zhang et al. [4] used the 

convolutional neural network model method to classify 3,932 images of dental caries. 

They managed to get a value of 85.65% for the area under the curve (AUC). In their re-

search, Lee et al. [5] proposed a U-shaped Deep Convolution Neural Network (U-Net). 

The highest sensitivity value in his research was 93.72%. Estai et al. [6] proposed the In-

ception-ResNet-v2 model to classify as many as 2,468 images. This number was less than 

the study by Leo et al. [7], which used 3,000 images to be classified using the transfer 

learning method based on the InceptionV3 model. 

This study aims to investigate important features of dental caries data to make a DSS 

that can more accurately identify the causal factors of dental caries. In addition, DSS re-

sults will suggest strategies for early diagnosis and prevention of dental caries. To achieve 

this goal, the Decayed-Missing-Filled-Teeth (DMFT) questionnaire of the 2018 Oral Health 

Survey was used. Based on this data, five feature selection method were applied to obtain 

an optimized data set. The presented model uses Gradient Boosted Decision Tree (GBDT), 

RF, LR, SVM, and Long and Short-Term Memory (LSTM) models. In addition, cross-vali-

dation and hyperparameter tuning were a to improve the performance of the classification 

model. Through this, it is possible to accurately diagnose dental caries prediction. The ML 

models described in this study efficiently provides patients with superior quality dental 

services including diagnosis and treatment. 

The rest of this paper is structured as follows: Section 2 presents the Related works. 

The related studies were written classified into two, dental caries research using image 

data and dental caries research using survey data. In Section 3, the caries prediction model 

proposed in this study was described. The experimentation and results are described in 

Section 4. Section 5 presents discussion, while Section 6 concludes the paper.  

2. Related works 

Recently, various research on DSS for diagnosing dental caries based on ML and AI 

have been conducted. Among the dental caries identification cases, that were investigated 

are selected works that utilize ML and AI methods only based on survey data. 

2.1. Case of caries classification using image data 

Mohammad-Rahimi Hossein et al. [9] compared the accuracy of deep learning mod-

els from various image data used in dentistry (intraoral photography, apical radiation, 

bitewing radiation, near-infrared transmitted illumination, optical coherence tomogra-

phy, and panoramic radiation). The results of perform in accuracy of 78.0% for the near-

infrared transmitted illumination picture and 96% for the rest of the image dataset [9]. 

Dental caries discrimination using the Histogram of Oriented Gradient (HOG) imaging 

technique and SVM [10] that performs training with 60 X-ray images, and validation was 

performed with 15 images with a result of testing with 25 images, the precision was 92.4%. 

In the study of Lian Luya et al. [11] a deep learning model and a professional dentist 

evaluated dental caries discrimination using 1,160 panoramic films. The deep learning 

model applied nnU-net and DenseNet121 to classify carious lesions and lesion depths. 

The accuracy of nnU-Net is 0.986, and the highest accuracy of DenseNet121 achieve 0.957. 

The results were similar to the values of dental caries identification accuracy of 6 experi-

enced dental specialist. Similar research cases include a convolutional neural network 

model created on 3,686 X-ray images and the study evaluated the presence or absence of 

dental caries by 4 dentists [12]. Intersection-over-Union was used as a validation metric 

by applying a CNN (U-net). As a result of comparing the performance of 7 independent 

neural networks, the average accuracy of the neural network was 80%, and that of the 

dentist was 71% on average. The study of Muktabh Ma-yank Srivastava et al. [13] is a case 

of discriminating dental caries learned with a neural network consisting of more than 100 
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Fully Convolutional Neural Network CNN layers. In addition, 150 out of 3,000 X-ray im-

ages learned were used as a validation set. The proposed system showed an F1-Score of 

0.7, which was 0.14 - 0.2 higher than dental experts.  

ML methods such as Soft-max classifier and Linearly Adaptive Particle Swarm Opti-

mization (LA-PSO) and then using a Feed-Forward Neural Network (FFNN) are also used 

to discriminate dental caries. The results of the studies achieved of each study obtained 

very good accuracies of 97% and 99% [14,15]. In addition, training was conducted in 

GoogLeNet Inception V3 using X-ray images consisting of 1,500 images of damaged teeth 

and 1,500 images of normal teeth with image size changed to 299 * 299 pixels and per-

formed in 82% accuracy. Vinayahalingam et al. [16] A classification study was conducted 

to classify carious lesions on molars with a dataset of 400 panoramic images was trained 

with CNNMobileNetV2, achieving accuracy 0.87 and AUC 0.90 for classifying carious le-

sions of the third molar. Berdouses et al. [18] classify dental caries by applying the feature 

selection technique to image data by radon transformation and discrete cosine transfor-

mation. The highest accuracy among these eight classifiers is 86% for the RF algorithm. 

Continuing with Wang et al. [18] were select 36 features with the K-means algorithm, also 

applies J48, Random Tree(RT), RF, SVM, Naive Bayes algorithms to achieve highest pre-

cision and recall of 86% in the RF. Liu et al. [19] focus on prevention strategies for dental 

caries in the elderly, by oral assessments, including surveys, were conducted on 1,144 el-

derly Chinese. The selected variables were trained with GRNN and an unconditional lo-

gistic regression algorithm. As a result of the study, the area under the ROC curve of the 

GRNN algorithm was 0.626, and the value was 0.002. The caries risk variables of residents 

were toothache and smoking habits and can be utilized for early diagnosis and treatment 

planning of dental caries in the elderly. 

Wang et al. [20] designed a parent and child toolkit to predict Children's Oral Health 

Status Index (COHSI) scores and Recommendations For Treatment Needs (RFTN). The 

COHSI program was developed from survey responses of 545 families with children be-

tween the ages of 2 and 17. The survey response data were trained with Gradient Boosting 

and Naive Bayesian algorithms. The results expressed the probability of needing treat-

ment and the performance of the toolkit in terms of correlation, residual mean square er-

ror (RMSE), sensitivity, and specificity. The correlation of COHSI was 0.88 (percentile 

0.91), and the RMSE for COHSI was 4.2 (percentile 1.3). 

2.2. Case of caries calssification using survey data 

Hung et. al. [21] identifies important factors in the identification of root caries from 

US National Health and Nutrition Examination Data Survey. The study's most effective 

method, SVM showed 97.1% of root caries specification with the main cause of root caries 

is age and identifies problems with longitudinal data, and the study's predictions were 

severely limited. The study of Karhade et. al [22] predicts the prevalence of Early Children 

Caries (ECC) in infants through clinical, demographic, behavioral, and parent reported 

oral health status. A set of 10 ECC predictors closely related to ECC induction were de-

ployed with AutoML on Google Cloud, and a survey was conducted on the presence or 

absence of dental caries. Using the results of this investigation, ECC classification accuracy 

(Area Under the ROC curve [AUROC], sensitivity [Se], and positive predictive value 

[PPV]) was evaluated. As a result of the study, the model performance of single-item re-

porting was the highest, with AUROC 0.74, Se 0.67, and PPV 0.64. In a similar case study, 

Ramos-Gomez et al. [23] identifies variables for induced dental caries in infants 2-7 years 

of age living in Los Angeles. A random forest algorithm is trained to identify dental caries 

predictors. The most influential variable was the parent's age (MDG = 2.97, MDA = 4.74), 

the presence or absence of dental health problems in infants within 12 months (MDG = 

2.20, MDA = 4.04). 

You-Hyun Park et. al [24] researched a predictive model for caries in infancy uti-

lisiang logistic regression, XGBoost (version 1.3.1), RF, and LightGBM (version 3.1.1) al-

gorithms. Feature selection is performed through regression-based reverse removal and 
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random forest-based permutation importance classifier. The results of this study had AU-

ROC values of LR 0.784, XGBoost 0.785, RF 0.780, and LightGBM 0.780. 

Table 1. The related works on the classification of dental caries. 

References Dataset Models Performance 

Ainas A. ALbahbah et. al [10]  60 X-ray pictures SVM 92.4% 

Luya Lian et. al [11]  1,160 panoramic films 
nnU-Net 

DenseNet121 

98.6% 

95.7% 

Anselmo GarciaCantu et. al [12] 3,686 bitewing radiographs CNN 80% 

Shankeeth Vinayahalingam et. al [16]  400 cropped panoramic MobileNet V2 87% 

Elias D. Berdouses et. al [18]  
91 posterior extractions and 12 in vivo hu-

man teeth image 

J48 

Random Tree 

Random Forest 

SVM 

Naive Bayes 

78% 

73% 

86% 

63% 

49% 

Lu Liu et. al [19] 1,144 elderly questionnaires 
LR 

GRNN 

84% 

85% 

Y. Wang et. al [20]  Survey responses from 545 families 
Gradient Boosting 

Naive Bayesian 

Correlation  

0.88 

Karhade, Deepti S. et. al [22]  
6,404 children aged 3-5  

(average age 54 months) 

AutoML 

ECC classifier 
80% 

Francisco Ramos-Gomez et. al [23]  182 guardians with children ages 2 to 7 RF 70% 

You-Hyun Park et. al [24]  4,195 Survey data 

LR 78.4% 

XGBoost 

RF 

LightGBM 

78.5% 

78.0% 

78.0% 

3. Dental Caries Prediction 

In this study, we present an optimal dataset and prediction model for predicting den-

tal caries. In order to select the optimal dataset, Chi-square, Relief F, minimum Redun-

dancy Maximum Relevancy(mRMR), Correlation and one feature importance (GINI) 

method were applied. Five prediction models were trained using the reduced feature sub-

sets, and the performance of each model was compared. Among them, the data set and 

model that showed the best performance are presented. Figure 1 depicts our proposed 

dental caries prediction model. 

 

Figure 1. Proposed model for dental caries prediction. 

3.1. Data Collection 

The dataset used in this study is the 2018 Children's Oral Health Survey conducted 

by the Korea Centers for Disease Control and Prevention. Data of dentists visiting each 

institution for oral examination and survey. A total of 22,287 respondents were surveyed 
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and the oral health awareness survey was selected and used in the survey. The oral health 

awareness survey consisted of a total of 43 items and 1 label, including age, gender, place 

of residence, snack frequency, tooth brushing frequency, oral care use, smoking experi-

ence, oral health awareness and behavior, and act_caries as a label. This data is not subject 

to Institutional Review Board (IRB) approval as it does not record patient personal infor-

mation. The composition of the detailed data set is attached as Appendix A. 

3.2. Data Preprocessing 

Data cleaning of ML models is an essential step to increase the efficiency and accu-

racy of the models [25]. Data cleaning of ML models is an essential step to increase the 

efficiency and accuracy of the models. Empty or useless samples were removed from the 

raw data. Then, it was scaled to have a value between 0 and 1 using the Min-Max Scaling 

technique. 

x'= 
x - min (x)

max (x) - min (x)
 (1)

In equation (1), x' is the predicted value, x is the original value, min(x) is the mini-

mum value of the column, and max(x) is the maximum value. Min Max Scaler is a way to 

rescale all characteristic values between 0 and 1. This method reacts fairly quickly in the 

presence of outliers and does not change the original content of the data. The study 

adopted the Synthetic Minority Oversampling Technique (SMOTE). The SMOTE algo-

rithm is the most widely used model among oversampling techniques as a method of 

generating synthetic data. SMOTE is a synthetic minority sampling technique that sam-

ples a majority class and interpolates existing minority samples to synthesize a new mi-

nority instance [26].  

3.3. Feature Selection 

Feature selection is a technique to reduce the number of input variables for many 

dataset features. The computational complexity of the model increases as the input varia-

bles increase. Optimized subsets through feature selection can increase the accuracy of the 

classifier model and reduce the amount of computation required to train the model [27]. 

Section 3.3 describes the Chi-square, Relief F, mRMR, Correlation, and feature importance 

techniques(GINI) applied to this experiment. 

3.3.1. Chi-Square  

The Chi-Square method is a nonparametric test in which the dependence between 

the independent features and the target variable is expressed numerically. All predictive 

features and statistics between classes are measured, and the feature with the highest chi-

square score is selected [28, 29]. The mathematical expression for the chi-square is : 

Xc
2= �

(Oi - Ei)
2 

Ei

 (2)

where, c is the degree of freedom, O is the observed value, and E is the expected 

value. 

3.3.2. Relief F 

The Relief F algorithm does not restrict data types as a filter-based feature selection. 

Effective handling of nominal or continuity features, missing data, and noise tolerance [30]. 

This algorithm distinguishes whether the classifications are strongly or weakly correlated. 

If the classifications are strongly correlated, treat them as similar samples and keep those 

samples close together. On the contrary, samples with weakly correlated classifications are 

kept away. The feature weights are calculated by computing the nearest neighbor samples' 

within-class and between-class distances. This operation is repeated in order to update the 

weight vectors of features, and the weights of all features are eventually yielded [31]. 
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The formula used in updating the weight value of features by the Relief F algorithm 

is given as, [32] 

W[A] = W[A0] - 
∑ diff(A,  xi,  H )k

j=1

mk
 + �

p(C)

1-p(class(xi))
 ·  

∑ diff(A,  xi,  M(C))k
j=1

mk
C ≠ class(xi)

 (3)

where, the weight coefficient determined at A0 is W[A]. The original dataset fea-

ture set is represented by W[A0]. x� is sample, and H is the sample of the closest class 

to which xi belongs. The difference between xi and H for each attribute of A is repre-

sented by the formula diff(A,  xi,  H ). The Manhattan distance between the values of the 

features is calculated by the diff(A,  xi,  H ). A for two boundary conditions xi and H, 

where k is the number of closest neighbors and m is the total number of iterations. The 

ratio of sample C to all samples is known as p(C). The percentage of samples in the class 

to which sample xi belongs to the entire sample is expressed as p(class(xi)). The differ-

ence between xi and M(C) for each feature of A is represented by the expression diff  

(A, xi, M(C)). 

3.3.3. minimum Redundancy - Maximum Relevance (mRMR) 

The features are rated according to how relevant they are to the target variable in the 

mRMR feature selection approach. The redundancy of the features is taken into account 

when ranking them. The feature with the highest rank in mRMR is the one with the most 

relevance to the target variable and the least redundancy among the characteristics. Using 

Mutual Information, redundancy and relevance are measured (MI) [33, 34]. 

j(Xk) = I�Xk;y� - 
1

|s|
 � I(Xi; Xk)

xi∈s
 (4)

where, y represents the target variable, while s represents the set of selected features. 

x� is one of the characteristics of set s that has been selected, whereas Xi is a feature 

that has not yet been selected [35]. 

3.3.4. Correlation 

Correlation analysis is a method that analyzes the linear relationship between two 

variables measured as curb variables. It analyzes whether variable B increases or de-

creases as variable A increases. Correlation analysis has various analysis methods, such 

as Pearson correlation analysis and Spearman correlation analysis, and this study con-

ducted experiments using Pearson correlation analysis. The closer the coefficient is to 1, 

the more significant the correlation, and the closer to -1, the inversely proportional. Each 

coefficient has a value of +1 if it is precisely the same, 0 if it is completely different, and -1 

if it is precisely the same in the opposite direction [36]. 

3.4. Feature Importance 

3.4.1. GINI 

GINI impureness (or GINI index) is a statistic utilized in decision trees to determine 

how to divide the data into smaller groups. It estimates the frequency with which a ran-

domly selected element from a set would be erroneously classified if randomly labeled 

according to the distribution of labels in a subset [37]. GINI importance (also known as 

mean decrease in impurity) is one of the most often used processes for estimating feature 

importance. It is simple to implement and readily available in most tree-based algorithms, 

such as Random Forests and gradient boosting. The GINI significance of a feature gauges 

its effectiveness in minimizing uncertainty or variance in decision tree creation. Thus, each 

time a split occurs in a tree regarding a particular characteristic, the GINI impurity is 

added to its total importance [38].  

3.5. Prediction Models 

The predictive model of this study was designed to predict the presence or absence 

of caries as per the dataset of the 2018 child oral health examination results. Preprocessed 
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data from children's oral health examinations are subjected to Chi-square, Relief F, 

mRMR, Correlation, and GINI method to identify valuable features. Selected subsets are 

trained with GBDT, RF, LR, SVM and LSTM algorithms. Then, the caries prediction per-

formance of the model was evaluated by comparing the predicted output values of the 

algorithm with the actual values. The following describes the characteristics of the algo-

rithm tested in this study. 

3.5.1. GBDT (Gradient Boosting Decision Tree) 

Gradient boosting is a type of ML technique used for regression and classification 

problems, with its weak prediction model (typically the decision tree) generating a fore-

cast model in the form of a collection. It, like other strengthening approaches, constructs 

the model in stages and allows the optimization of the loss function of any separable var-

iables to a generalized model [39,40].  

Step 1 : The initial the model with constant γ, Where L(y� γ) is the loss function. 

F0(X) = argmin γ � L(y
i

m

i=1

 γ) (5)

Step 2 : The residual along the gradient direction is written as, 

y
i

� = - �
∂L(y

i
,  F(Xi))

∂F(Xi)
�

f(x)= fn-1(x)

 (6)

where, n indicates the number of iterations, and n = 1, 2, …, m. 

Step 3 : The initial model T(x�,αn) is obtained by fitting sample data, and the param-

eter αnis calculated based on the least square method as, 

αn=argmin α,β � (y
i

� -β T(xj;α))2

m

i=1

 (7)

Step 4 : By minimizing the loss function, the current model weight is expressed as, 

γ
n
=argmin γ � L(y

i
,Fn-1(x)+γ T(xi;αn))

m

i=1

 (8)

Step 5 : The model is updated as, 

Fn(X) = Fn-1(x) + γ T(xi;αn) (9)

This loop is performed until the specified iterations times or the convergence condi-

tions are met. 

3.5.2. RF (Random Forest) 

RF is another name for Random Decision Forest (RDF), and it is used for classifica-

tion, regression, and other tasks that require the construction of multiple decision trees. 

This RF Algorithm is based on supervised learning, and it has the advantage of being used 

for both classification and regression. The RF Algorithm outperforms all other existing 

systems in terms of accuracy, and it is the most widely used algorithm [41]. After obtain-

ing the model output value ri of the Out Of Bag (OOB) dataset and the model output 

value ei of the data set in which the variable is a random value, the variable importance 

d� can be calculated by calculating as follows.  

di = ei - ri (10)

d�= 
1

N
 � di (11)

where, d� is a variable representing a change in performance when a specific varia-

ble is randomly transformed. Therefore, the higher d� the greater the importance of the 

variable [42]. 
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3.5.3. SVM (Support Vector Machine) 

SVM are kernel-based ML models that define decision boundaries. As the number of 

properties increases, the decision boundary becomes higher order, called hyperplane [43]. 

The fundamental reason for using SVM is to separate numerous classes in the train-

ing data using a surface that maximizes the margin between them. In other words, SVM 

allows a model's generalization ability to be maximized. This is the goal of the Structural 

Risk Minimization principle (SRM), which allows for the minimization of a bound on a 

model's generalization error rather than minimizing the mean squared error on the set of 

training data, which is the commonly used by empirical risk minimization methods [44]. 

Step 1 : The hyperplane is defined. 

g(x) = w · x + b = 0 (12)

where, w is a vector, and b is an offset between the origin plane and the hyperplane. 

Step 2 : Transform the objective function into a double optimization. 

min
w,b

 
max L

α
 (w,b,α)= 

1

2
‖w‖2- � αi[yi

(w·xi+b)-1]

n

i=1

 (13)

(0 ≤ αi ≤ c.i = 1,2,…n) (14)

s.t. loos function : �  [y
i
(w·xi+b)-1]

n

i=1

 (15)

L(w, b, a) is a Lagrangian function, i is a Lagrangian coefficient, c is the penalty co-

eficient, which is the upper bound of i [44]. 

3.5.4. LR (Logistic Regression) 

LR is a mathematical model that estimates the likelihood of belonging to a specific 

class. The LR model is used for binary classification in this paper, but it can easily be ex-

tended for multi label classification in other cases. The formula for linear estimation is 

expressed as follows [45]. 

Yi = β
0
+ β

1
Xi + εi (16)

Yi = β
0
+ β

1
X1 + β

2
X2i + … β

p
Xpi + εi (17)

Yi = β
0

� + β
1

�Xi (18)

Where, β
0
 is the intercept, β

1
 is the slope, which is a regression coefficient in the 

form of a column vector, and εi is the error term [46]. The formula in (16) refers to the 

description of single linear regression, and the formula in (17) is for multiple linear regres-

sion with several independent variables. Equation (18) is an expression representing the 

least squares method. The above equation shows that a straight line with a small number 

of errors is an optimal straight line. To estimate the optimal straight line, finding a value 

that minimizes the sum of squared errors between the predicted and observed values is 

necessary. The measure of the degree of prediction error is called the coefficient of deter-

mination [47]. 

g(z)= 
1

(1+e-z)
 (19)

Equation (19) is a sigmoid with an output value of 0 or 1. In this experiment, a value 

of 0 was expressed as a patient without dental caries, and a value of 1 was expressed as a 

patient with dental caries [47].   
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3.5.5. LSTM (Long Short-Term Memory) 

Recurrent neural networks (RNN) with LSTM have emerged as an effective and scal-

able solution for various learning problems using sequential data [48]. Because they are 

broad and practical and excellent for capturing long-term temporal dependencies. The 

LSTM is an RNN-style architecture with gates that regulate information flow between 

cells. The input and forget gate structures can modify the information as it travels along 

the cell state, with the eventual output being a filtered version of the cell state based on 

the input context [49]. The mathematical expression for the LSTM algorithm is:  

ft=σ(Wf·[ht-1,xt]+bf) (20)

it=σ(Wf·[ht-1,xt]+bi) (21)

Ct= ft * Ct-1+it * tanh(Wc·[ht-1,xt]+bc (22)

Ot=σ(W0·[ht-1,xt]+b0 (23)

ht= ot*tabh(Ct) (24)

where it, Ot, and ft are the activation vectors for the input, output, and forget gates, 

respectively; Ct and ℎ� are the activation vectors for each cell and memory block, respec-

tively, and W and b are the weight matrix and bias vector, respectively. Furthermore, 

σ(°) signifies the sigmoid function [49]. 

4. Experimentation 

This section describes the experiments of the caries prediction model and their re-

sults. In this experiment consists of two parts. The first step was to generate various sub-

sets by applying feature selection and feature importance methods to the data set. In the 

second step, five ML models are applied using subsets, the performance of each model is 

compared, and the model with the best performance is selected. 

4.1. Dataset 

The 2018 pediatric oral health examination data were used to train and evaluate the 

proposed method's effectiveness and performance. There is a total of forty-three features 

in this dataset. Chi-square, relief F and mRMR approaches were applied and set the num-

ber of feature (k) to forty-three, forty, thirty-five, thirty, twenty-five, twenty, fifteen, ten, 

and five, for experiment respectively. Correlation approaches also applied. In addition, 

GINI feature importance was applied to these four methods (Chi-square, Relief F, mRMR, 

and Correlation). A total of eight methods are applied in the dataset. In this experiment, 

the correlation technique set the threshold and fixed to 0.85 in every experiment. For cor-

relation approach the model is trained by using forty-two features regardless of threshold. 

The table below shows the number of features to which the feature selection technique 

and feature importance technique were applied, excluding the set of all features. In the 

study, feature importance were used with GBDT, RF, and LR models except for LSTM and 

SVM. Because SVM lacks feature importance properties, they cannot be applied. For 

LSTM only the permutation importance algorithm can be applied [50]. The detailed data 

set is attached as Appendix B. 

4.2. Hyper parameter of Differnet Machine Learning Models 

In order to predict whenever a tooth has caries, an optimal dataset and ML training 

are required. In this study, five models were used, with 20% of the total data were put 

aside as test data and the remaining 80% as train data to determine the suitable model for 

caries prediction. As each dataset involves several validation steps, hyperparameter 

tweaking was carried out in this experiment utilizing random rather than grid search to 

maximize experimental efficiency. 
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Table 2. Optimizable parameters for different models. 

Models Dataset Parameter Range 

GBDT mRMR + GINI 

subsample 0.80 

n_estimators 200 

min_samples_leaf 8 

max_features 5 

max_depth 320 

learning_rate 0.02 

RF Relief F + GINI 

n_estimators 320 

min_samples_leaf 1 

max_features 5 

max_depth None 

LR Chi-square + GINI 

solver sag 

penalty l2 

C 5 

SVM Relief F 

probability True 

kernel rbf 

gamma 0.01 

C 10 

LSTM Chi-square 

learning rate 0.001 

beta_1 0.09 

beta_2 0.999 

epsilon 1e-2 

epochs 100 

4.3. Results 

In this experimentation divided the complete data into training and test data, which 

were 80% and 20% respectively to predict caries. Only the high accuracy of each experi-

mental condition is described in the results presented below which are the outcomes of 

the test data. 

4.3.1. Performance of the Classifiers without Feature Selection 

This subsection presents the experimental results obtained when the Full feature set 

was used to train the GBDT, RF, LR, SVM, LSTM models. These results are tabulated in 

Table 3. Additionally, Figure 2 shows the AUC values and the ROC curves of the GBDT, 

RF, LR, SVM, LSTM models. 

Table 3. Performance of the classifiers trained with the full features. 

Models #of features F1-Score Prediction Recall Accuracy 

GBDT 

43 

0.8635 0.9490 0.7921 0.8966 

RF 0.8868 0.9186 0.8572 0.9105 

LR 0.7773 0.7959 0.7598 0.8203 

SVM 0.7862 0.7434 0.8345 0.8128 

LSTM 0.7575 0.7428 0.7436 0.7467 
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(a) GBDT (b) RF 

  

(c) LR (d) SVM 

  

(e) LSTM validation accuracy (f) LSTM validation loss 

Figure 2. Evaluation of different models used (a), (b), (c), (d) ROC curve of the classifiers trained 

using the full features. (e), (f) Training vs. validation loss LSTM. 

4.3.2. Performance of the Classifiers after Feature Selection 

Various reduced feature subsets were produced in this study using Chi-square, Relief 

F, mRMR, Correlation, and GINI methods. The reduced feature subset is used to train the 

classifier model. The experimental results are shown in table 4 and figure 3 that the sug-

gest GBDT model obtained a f1-score, precision, recall, and accuracy of 0.9379, 0.9984, 

0.8844, and 0.9519, respectively, which outperformed the RF, SVM, LSTM, LR conven-

tional GBDT. Also it is observed that the performance of the various classifiers in Table 4 

is better than their corresponding performance in Table 3. This improvement demon-

strates the effectiveness of the feature selection. Therefore, the mRMR + GINI feature se-

lection and GBDT model is an effective method for predicting dental caries. 
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Table 4. Performance of the classifiers trained with the subset. 

Models Feature selection #of features F1-Score Prediction Recall Accuracy 

GBDT mRMR + GINI 18 0.9379 0.9984 0.8844 0.9519 

RF Relief F + GINI 20 0.9372 0.9978 0.8835 0.9513 

LR Chi-square + GINI 40 0.7814 0.8012 0.7625 0.8256 

SVM Relief F 43 0.8806 0.9028 0.8596 0.9039 

LSTM Chi-square 15 0.8300 0.8400 0.8300 0.8400 

  

  

(a) GBDT (b) RF 

 

 

(c) LR (d) SVM 

 
 

(e) LSTM validation accuracy (f) LSTM validation loss 

Figure 3 Evaluation of different models used (a), (b), (c), (d) ROC curve of the classifiers trained 

using the subsets. (e), (f) Training vs. validation loss LSTM. 

Table 4 summarizes the study's findings and describes the performance of each 

model. Caries prediction was performed using binary classification in this experiment, 
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and the GBDT model demonstrated the best predictive performance with an accuracy of 

0.9519, F1-score of 0.9379, prediction of 0.9984, and recall of 0.8844. Furthermore, the suit-

able subsets for each model differs, and the number of features used for each mod-el has 

been reduced. The best performance was obtained in the SVM model when training 43 

features using the Relief F method, which showed an accuracy of 0.9039, which is more 

than 9% higher than the accuracy of 0.8128 when using the 43 sets of Full Features. When 

training models using Feature Selection or Feature Selection com-bine to Feature Im-

portance techniques, all models performed better than when using the Set of Full Features. 

This experiment demonstrates how the optimized dataset affects ML performance.  

In order to demonstrate the usefulness of the caries prediction decision support sys-

tem proposed in this paper, it is explained using the Receiver Operating Characteristic 

(ROC) curve graph. The X-axis of the ROC curve graph expressed in the paper means 

specificity. In other words, it is a value predicted that there is no caries. Y-axis means 

sensitivity. This means a value that accurately predicts that a patient has caries. Figure 2 

shows the performance of each model using the Full Features dataset. The performance 

evaluation of the GBDT, RF, and SVM models gives high performance with more than 

90% accuracy. LSTM and LR models also provide more than 80% accuracy. Figure 3 de-

picts the performance of each model applied to the feature selection method dataset. Out-

standing evaluations of 0.95 or higher for the GBDT and RF models, 0.90 for the SVM, 0.89 

for the LR, and 0.83 for the LSTM models. All models performed quite well overall, ac-

cording to the evaluation.  

5. Discussion 

Dental caries is rapidly increasing and recognized as a significant public health prob-

lem beyond personal health care. In addition, prevention and early detection of dental 

caries are essential to reduce the social cost of dental caries that will occur in the future. 

Currently, caries diagnosis is performed using radiographs or probes. These methods 

showed remarkable differences in the accuracy and reliability of dental caries diagnosis 

according to the clinical experience of dental experts. Considering the problems and short-

comings of diagnosis established on the clinician's subjective judgment and experience, 

research and development of a ML-based DSS are needed. ML based dental caries predic-

tion DSS will help prevent dental caries, manage oral hygiene, improve dietary habits 

concerning dental caries, and reduce the time and cost required for diagnosis. 

The main goals of this study are two first, to select the most informative features to 

enable the effective prediction of dental caries. The second goal was to propose a model 

that can be effectively and accurately classified based on caries inducing features. Opti-

mized datasets reduce the performance and cost of ML models. In this study, Chi-Square, 

Relief F, mRMR, Correlation, and GINI method were used to obtain an optimal data set. 

Additionally, in this study five classification models (GBDT, RF, LR, SVM, LSTM) were 

trained using a full feature and subsets. From the experimental results, the proposed data 

set and classification model are a data set using a combination of mRMR and GINI tech-

niques and a GBDT classification model. This data set consisted of a feature set reduced 

to 18 out of 43 features, resulting in a 6% improvement in accuracy over training with the 

full feature set. 

Dental caries is rapidly increasing and recognized as a significant public health prob-

lem further than just personal health care. In addition, prevention and early detection of 

dental caries are essential to reduce the socioeconomic cost of dental caries that will occur 

in the future. Currently, caries diagnosis is performed using radiographs or probes. Ac-

cording to clinical experience of dental specialists, these approaches demonstrated signif-

icant variations in the accuracy and reliability of dental caries diagnosis. Considering the 

problems and shortcomings of diagnosis established on the clinician's subjective judg-

ment and experience, research and development of a ML-based DSS are needed. This ML-

based dental caries prediction DSS will help prevent dental caries, manage oral hygiene, 

improve dietary habits concerning dental caries, and reduce the time and cost required 

for diagnosis. 
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Various feature selection techniques were used in the data preprocessing stage of the 

proposed dental caries prediction DSS to obtain various datasets. By using the optimal 

dataset to be applied to ML, yielded better performance than the previously published 

questionnaire-based dental caries prediction DSS. 

Karhade, Deepti S. et al. [22] used data from 6,404 people to conduct a study on the 

caries decision of primary teeth in children. The researcher yielded an AUROC of 0.74, a 

sensitivity of 0.67, and a positive predictive value of 0.64. Park Y.H et al. [24] obtained 

AUROC values of LR 0.784, XGBoost 0.785, RF 0.780, and LightGBM 0.780 in a study of 

children under the age of 5. The results of the proposed study are superior to the results 

of Karhade, Deepti S. et al. [22] and Park Y.H et al. [24]. For AUROC, our model result, 

showed RF 0.96, GBDT 0.95, LR 0.89, SVM 0.90, and LSTM 0.83. The DSS proposed in this 

study used more than 22,287 survey data. In addition, the GBDT model showed an accu-

racy of 95%, F1-Score of 93%, prediction of 99%, and recall of 88%. However, since the 

data used in this study were for the Korean child population, there is a problem in that 

they represent the Korean population better than populations in other countries. 

6. Conclusions 

Analysis of Dental caries is one of the most frequent fields for modern day re-search. 

It is because of the severity of dental caries. Facts and figures published according to the 

2019 Global Burden of Disease Study; dental caries is reported as the most common oral 

disease affecting approximately 3.5 billion people. Different approaches have been used 

to analyze dental caries, but the major concern has been the accuracy of prediction or de-

tection. In this study, we propose a DSS that predicts dental caries centered on the data 

from the 2018 children's oral health survey. Prediction of dental caries was performed by 

binary classification, and after training ML by applying various feature selection tech-

niques to the dataset, the optimal model was selected. As a result, the best performance 

was shown when the GBDT model was trained on the dataset to which the mRMR and 

GINI techniques were applied. Using 18 features out of a total of 43 features, the results 

of accuracy 0.9519, precision 0.9984, F1-score 0.9380, recall 0.8844, and AUC-ROC 0.95 

were obtained. The proposed model has demonstrated excellent performance and can be 

applied as a diagnostic aid to identify patients with dental caries. In addition, effective 

suggestions can be presented for caries prevention, dietary planning, and treatment plan 

design. This can significantly reduce the social costs caused by dental caries and the pa-

tient's diagnosis time and cost. 

Future research could also be conducted with a dataset that incorporates information 

gleaned from samples of the populations of Korea and other nations. Additionally, we 

intend to employ permutation significance, which can be applied to another ML models, 

to compare and analyze the experimental outcomes of the model. 
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