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Article 
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4  Institute of Software Development and Engineering, Innopolis University, Innopolis 420500, Russia 
*  Correspondence: olola57@morgan.edu 

Abstract: Diabetes mellitus is a popular life‐threatening disease and patients may gradually have 
started suffering from other diabetes‐causing diseases such as heart attacks, stroke, hypertension, 
blurry vision, blindness,  foot ulcer, amputation, kidney damage and other organ  failures before 
diagnosis. Early detection can help reduce the fatality of this disease. Deep learning models have 
proven very useful in disease detection and computer‐aided diagnosis. In this work, we proposed 
a deep unsupervised machine learning model for early detection of diabetes using voting ensemble 
feature  selection  and deep belief neural networks  (DBN). Dataset was obtained  from  an online 
repository containing responses of prediagnosed patients to direct questionnaires administered in 
Sylhet Diabetes Hospital in Sylhet, Bangladesh. The dataset was preprocessed and preprocessed. 
Features were reduced using the ensemble feature selector. The DBN model was pretrained and 
tuned to obtain optimal performance. The model was also compared with other models with no 
multiple hidden layers. The DBN performed at its relative best with F1‐measure, precision and recall 
of 1.00, 0.92 and 1.00 respectively. We conclude that DBN is a useful tool for an unsupervised early 
prediction of Type II diabetes mellitus. 

Keywords: deep belief network; diabetes; prediction; risk factors; deep learning 
 

I. Introduction 

Diabetes mellitus  (otherwise  often  referred  to  as  diabetes)  remains  one  of  the  popular  life‐
threatening diseases which affects relatively 500 million people worldwide.  It  is a chronic disease 
associated with a high blood sugar level  in a human’s body [1,2]. The pancreas  is an organ in the 
human body that produces a special hormone known as insulin [3]. Insulin is released by the pancreas 
into the bloodstream, aiding in the transport of glucose into the cells [4]. Diabetes is a condition in 
which the pancreas is unable to make insulin or in which the body is unable to use insulin as it should. 
Due to its relatively long asymptomatic phase, its early detection has been receiving massive attention 
from both medical and non‐medical scientists. Diabetes mellitus is known to manifest in two types: 
Type I and Type II [5]. The former occurs when the pancreatic beta cells are mistakenly attacked by 
the immune system and the body produces too little – or none at all – insulin while in the case of the 
latter, the body does not produce enough or becomes actively resistant to insulin. The third, but not 
so common  type of diabetes  is gestational diabetes;  the case of which a woman becomes diabetic 
during pregnancy due to hormonal changes. Diabetes mellitus is known to exhibit symptoms such 
as  polyuria,  polydipsia,  polyphagia,  sudden weight  loss  (usually  Type  I  [6]), weakness,  obesity 
(usually Type  II  [7]), delayed  healing,  visual  blurring,  itching,  irritability,  genital  thrush, partial 
paresis, muscle stiffness, alopecia, etc. 

The  alarming  fatality  of  this  popular disease  is  evident  from  the  facts  that  85%  of diabetic 
patients were from low‐ and middle‐income countries and that its clinical detection takes so long that 
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patients may gradually have  started  suffering  from other diabetes‐causing diseases such as heart 
attacks, stroke, hypertension, blurry vision, blindness, foot ulcer, amputation, kidney damage and 
other organ failures [8,9]. These symptoms set in due to the number of years (7‐12) the disease has 
gone without notice or treatment. In fact, the degree of severity of its manifestation and associated 
complications correlates with its detection period. This makes early diagnosis, early commencement 
of treatment as well as early awareness of patient’s risk factors to contribute to the reduction of its 
prevalence  globally,  thereby  beneficial  in  terms  of  the  patient’s  health  and  expenditure  [10]. 
Identification  of  risk  and protective  factors  is  a  key  component  in diseases which  are  incurable, 
confusable and  takes a  long  time  to manifest  [11]. These  factors promote awareness, prevents  the 
disease, influence people’s lifestyles towards avoiding the disease, fosters effective prevention and 
suggests routines that serve as positive countermeasures.   

Several statistics‐ and machine‐learning‐based studies are being conducted daily to predict and 
diagnose diabetes  [12–15].  The  advent  of  technology  has  revolutionized many  sectors  including 
healthcare and medical technologies. It helps in the improvement of services offered to patients and 
serves as an efficient and effective measures of treating, diagnosing, service delivery,  information 
handling, administration etc [16,17]. In the recent past, machine learning models have centered on 
the use of supervised deep  learning and classical machine  learning models for the prediction and 
determination  of  the  Type‐II  diabetes  risk  factors.  However,  in  this  study,  we  propose  an 
unsupervised approach to this study. A deep belief neural network is proposed to determine the risk 
factors of Type‐II diabetes and the impact of ensemble feature selection was measured. 

Structurally,  the  next  section  discusses  some  major  works  done  in  relation  to  the  study 
conducted in this paper. The section which follows the related works shall discuss methods in terms 
of  the methodology, data and evaluation  techniques of  the proposed DBN model. The  following 
sections present and discuss  the results as obtained  in  the model;  then we conclude  the paper by 
highlighting major discoveries in this research and charts future directions for the subject matter. 

II. Related Works 

The application of machine learning models in predicting diabetes’ risk factors have gained wide 
scholarly  attention  in  the  recent decades  and  this  can be  attributed  to  sophistication  in  compute 
devices  and  state‐of‐the‐art machine  learning  algorithms.  In  this  section,  we  zoom  on  various 
machine  learning  tools  and  algorithms  that  have  been  developed  for  the  prediction  of  Type‐II 
Diabetes mellitus and their accuracies are also discussed. Many notable risk assessment tools have 
been proposed, developed or/and deployed for a non‐evasive determination of diabetes risk factors, 
some of which are Latin‐America‐FINDRISC (LAFINDRISC) [18], Risk Test by American Diabetes 
Association (RTADA) [19], Leicester Practice Risk Score [20], Test2Prevent [21]. These and many more 
have proven to be effective screener for assessing the risk of undiagnosed diabetes. The accuracies 
and applicable  reliability of  these  tools are difficult  to quantify because of  the absence of Fasting 
Plasma Glucose (FPG) data or other related data. In terms of the core machine learning engine, many 
classical and state‐of‐the‐art machine learning (ML) models have been proposed for a non‐evasive 
early prediction of undiagnosed diabetes. They  include, but are not  limited to,  individual models 
such  as  Artificial  Neural  Networks  (ANNs)  [22],  k‐Nearest  Neighbors  (kNN)  [23,24],  Linear 
Regression [25], Logistic Regression [26], Naïve Bayes [27], Random Forests (RF) [28], Decision Trees 
(DT) [29], Support Vector Machine (SVM) [30] among others. The maximum accuracy obtained for 
these classical models was 97.9%. Table 1 focuses on the accuracies and implementation details of 
some  of  the  deep  learning models which  have  been  proposed  for  early  risk  factor  detection  of 
diabetes.   
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Table 1. Compressed Summary of Some Deep Learning Models for a Non‐Evasive Risk Prediction 
of Diabetes. 

Ref  Techniques/ML Models Methodology  Major Outcomes  Data Sources 

[31] Denosing AE 
Normalization, training 
(704,587), validation (5000) 
and testing (76,214) 

Performance was 
measured using AUC 
(0.907) 

Mount Sinai Data 
Warehouse (ICD‐
9) 

[32] 
Modified Long Short‐
Term Memory (LSTM), 
Attention pooling layer 

training, validation and 
testing: 2/3, 1/6 and 1/6 
respectively from 53,208 
admissions 

Study produced 
maximum accuracy of 
79% 

EHR data from 
hospital patients 

[33] 

Restricted Boltzmann 
machine (RBM) and 
Recurrent Neural 
Network (RNN) 

Feature selection, Min‐Max 
normalization, train (80%), 
test (20%) 

Sensitivity and 
precision: 90.66%, 
75% respectively 

PID Data from the 
UCI Repository 

[34] 
Modified 1‐D CNN and 
FC layer 

The data for training and 
testing: 15 samples, 10 
samples; leave‐one out 
cross‐validation 

AUC of Type I‐
Diabetes, Type II ‐ 
Diabetes, healthy 
subjects: 0.9659, 0.9625, 
0.9644 

Breath samples 
collected by MOS 
sensors with 1000‐
sec intervals 

[35] CNN, LSTM, and SVM 

Heart rate variability 
(HRV) data from 71 ECG 
datasets. 5 fold cross‐
validation was used. 

Validation accuracy of 
95.7% was obtained. 

ECG data sampled 
at 500Hz from 40 
subjects 

[36–

40] 
Deep Multi‐Layer 
Perceptron (DMLP) 

Train‐test split, data 
transformation, k‐fold 
cross validation, 
normalization, feature 
selection 

Maximum accuracy 
88.41%, maximum 
AUC 84.13%, 
Sensitivity 87.92%, f1 
Score 0.808. 

PID, Practice 
Fusion Dataset 
and HER dataset 
of   

[41] Deep Belief Network 

Min‐max normalization; 
feature selection by PCA; 
pre‐training for RBMs; 
supervised fine‐tuning 

Sensitivity: 100%, F1 
score: 0.808 

Practice Fusion 
dataset (9948 
patients, ICD‐9) 

The review of related works shows that: 

i. There are machine‐learning‐assisted decision support and diagnostic tools (although not widely 
used or accepted in medical practice) for a non‐evasive risk prediction of diabetes in medical 
patients. 

ii. Deep Learning models have not been used  for diabetes  risk prediction as much  as  classical 
models such as SVM, kNN and regression models. 

iii. The  impact  of  feature  engineering  on  the  results  of  these models  needs  to  be more widely 
studied. 

iv. Ensemble feature selection method has not been applied yet to diabetes risk prediction. 
v. Deep belief neural networks and other unsupervised deep learning methods for diabetes risk 

prediction need more attention. 
These and many more form the major justifications for the works conducted in this paper. 

III. Methods 

a. Dataset 

The diabetes dataset used in this study was obtained from a publicly available online repository. 
It contains the response obtained from 520 subjects (who recently became diabetic or are currently 
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showing symptoms of diabetes) using a direct questionnaire. This was released by Sylhet Diabetes 
Hospital of Sylhet, Bangladesh. It consists of the age, sex, Boolean response to each diabetes‐related 
question and the class to which each person belongs after medical diagnosis (Positive or Negative). 
There are 16 attributes for each subject under consideration, the summary of which is presented in 
Table 2. 

Table 2. Description of Data Features. 

SNAttributes  Datatype  Yes (as 1)  No (as 0) 
1. Age  20 ൑   Age ൑  100   
2. Sex  Male and Female Male (328)  Female (192) 
3. Polyuria  Yes/No  258  262 
4. Polydipsia  Yes/No  233  287 
5. Sudden Weight LossYes/No  217  303 
6. Weakness  Yes/No  305  215 
7. Polyphagia  Yes/No  237  283 
8. Genital Thrush  Yes/No  116  404 
9. Visual Blurring  Yes/No  233  287 
10. Itching  Yes/No  253  267 
11. Irritability  Yes/No  126  394 
12. Delayed Healing  Yes/No  239  281 
13. Partial Paresis  Yes/No  224  296 
14. Muscle Stiffness  Yes/No  195  325 
15. Alopecia  Yes/No  179  341 
16. Obesity  Yes/No  88  432 
17. Class  Positive/Negative Positive (320) Negative (200) 

The  age  distribution  of  the  data  is  given  in  Figure  1.  It  shows  that  our  data  is  normally 
distributed. 

 

Figure 1. Frequency Distribution of Ages of Subjects. 

b. Model Development Workflow 

The proposed model development comprises of the preprocessing, ensemble feature selection 
with  the  final voting,  the DBN pretraining and  the  finetuning backpropagation  for  classification. 
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Performance  analysis  is used  to measure  the  level  of  satisfaction  and  confidence  accrued  to  the 
proposed model. These stages are diagrammatically represented in Figure 2. 

 
Figure 2. Design Workflow of the Proposed DBN Model. 

vi. Preprocessing: This stage ensures that the diabetes dataset to be used is well prepared for the 
machine learning task [42]. This stage ensures the quality of the dataset in terms of noise and 
duplicate removal, outlier detection and processing, encoding for a numerical representation of 
categorical and nominal variables [43]. In the diabetes dataset, all corresponding Yes/No and 
Male/Female values were  replaced with 1/0  respectively. The ages were encoded  from 0 – 7 
based on the categorization specified in Figure 1 and these values were normalized using the 
Min‐Max normalization [44] to prevent the age column from outweighing other columns during 
prediction, thereby reducing bias. The output of this stage is a ready dataset for further analyses 
and model pre‐training. 

vii. Ensemble Feature Selection: This study uses the ensemble dimensionality reduction framework 
to select the best feature set for the developed deep learning model while removing redundant 
features from  the dataset. This will avoid misfits, either overfitting or underfitting as well as 
reduce  the  curse  and  complexity  of  multidimensionality  [45,46].  The  ensemble  selection 
leverages on the individual strengths of each candidate feature selection method to find the best 
feature vectors for the deep learning models. The output of this stage is a “project” or subset of 
the original dataset. 

viii. Building, Pretraining and Finetuning the DBN Model: This step comprises of the actual stacking 
of Restricted  Boltzmann Machines  (RBMs)  [47]  to  form  a  deep  net  and  training. DBN  is  a 
generative‐graph multi‐layered model. The process in which the model is used to predict either 
in a supervised or unsupervised manner is known as pre‐training. Each of the deep – hidden – 
layers is trained as RBMs. The first stage of training DBN is to train layers sequentially from the 
bottom visible (observed) layer features. This input layer contains  𝐷  number of units, where  𝐷 
is input sample dimension. This input layer is fully connected with hidden layers. Each Hidden 
layer consists of  𝑁  number of RBM. The output  layer consists of one unit which defines  the 
class. The final phase, called fine tuning is to train the second layer based on the results from 
pre‐training step. Finally, the entire hidden layers are learned same way till final hidden layer is 
reached. The Figure 3 outlines the architecture of model pre‐training proposed for our study.   
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Figure 3. Architecture of Proposed System. 

There features in the input layer are an output of the voting ensemble feature selection procedure 
containing nine features from the possible sixteen features. There are three hidden layers in our DBN 
model.  The  output  layer  is  the  class  to  which  each  instance  in  our  dataset  is  classified  into 
(Positive/Negative). 

ix. Performance Analysis: Our proposed DBN model  for diabetes  risk prediction was  assessed 
using F1‐Measure, Precision and Recall, where   𝑅𝑒𝑐𝑎𝑙𝑙,𝑅 ൌ 𝑇𝑃𝑇𝑃 ൅ 𝐹𝑁 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛,𝑃 ൌ 𝑇𝑃𝑇𝑃 ൅ 𝐹𝑃 𝐹1 ൌ 2 ൈ 𝑟𝑒𝑐𝑎𝑙𝑙 ൈ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑅𝑒𝑐𝑎𝑙𝑙 ൅ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  

where TP  is True Positive, FP  is False Positive and FN  is False Negative as all obtained  from  the 
confusion matrix of the result. 

IV. Results and Discussion 

In this study, we developed a voting ensemble feature selection method which consisted of Chi‐
Square  (CS), Mutual  Information  Gain  (MIG)  and  Variance  Threshold  (VT)  methods.  Top  ten 
methods were selected and prepared to run  in the DBN pretraining for the prediction of diabetes 
mellitus. The parameters were tuned to achieve the most optimal accuracy obtainable. The top ten 
feature  sets  were  also  passed  through  five  benchmark  models  (KNN,  Linear  SVM,  Logistic 
Regression, Decision Trees and Random Forests) for performance comparison. We also performed 
correlation analysis by plotting the correlation matrix in order to determine prior to modeling if there 
is any overfitting. The categorical nature of the diabetes dataset required that Spearman correlation 
be used and not Pearson [48]. The result of the voting ensemble feature selection process is given in 
Table 3. The ensemble voting screened out age,  itching and obesity as possible early predictors of 
diabetes mellitus with obesity having the lowest rank by our three feature rankers. The feature sets 
which were voted by our stack selectors are sex, polyuria, polydipsia, sudden weight loss, weakness, 
polyphagia,  genital  thrush,  visual  blurring,  irritability,  delayed  healing,  partial  paresis, muscle 
stiffness and alopecia. These were then prepared for the pretraining of our DBN model. 
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Table 3. Results of Voting Ensemble Feature Selection Method on the Dataset ( means 
disqualified, while  means qualified,  means strongly qualified). 

SNAttributes  Chi SquareMutual Information Gain Variance Threshold Voting 
1. Age         
2. Sex         
3. Polyuria         
4. Polydipsia         
5. Sudden Weight Loss       
6. Weakness         
7. Polyphagia         
8. Genital Thrush         
9. Visual Blurring         
10. Itching         
11. Irritability         
12. Delayed Healing         
13. Partial Paresis         
14. Muscle Stiffness         
15. Alopecia         
16. Obesity         

In the tuning of our model, experimentally selected the values of our parameters and the best 
for  our model  and  data were  identified.  Tuning  is  a  crucial  stage  to  avoid  fitting  problem.  For 
instance, the choice of the number of hidden layers was carefully selected before too small results in 
underfitting while too large results in overfitting. In this study, we used Rectified Linear Unit (ReLU) 
as our hidden activation functions, with three hidden layers with 250, 250, 500 as the total number of 
hidden units in the neural networks, Sigmoid as our input activation function with 20 RBM epochs, 
100 batch size and a global learning rate of 0.06. 

In our experimental setup,  the performance of  the deep model was  tested  in  three ways: all 
features in the original dataset, all qualified (including strongly qualified) features, and the strongly 
qualified features only. Table 4 shows the results of our various experiments with our DBN model 
compared with other classical classification models. 

Table 4. Performance Analysis of Proposed DBN Model. Compared with Some Classification 
Models 

  F1‐MeasureRecallPrecision 
Full (16) Features 

Deep Belief Networks  0.87  0.66  0.80 
Decision Tree  0.72  0.62  0.72 
Random Forest  0.79  0.76  0.65 

Logistic Regression  0.86  0.59  0.67 
Support Vector Machine 0.66  0.86  0.58 
k‐Nearest Neighbors  0.72  0.74  0.72 

All Qualified (13) Features 
Deep Belief Networks  0.92  0.88  0.88 

Decision Tree  0.86  0.69  0.61 
Random Forest  0.77  0.72  0.70 

Logistic Regression  0.77  0.72  0.78 
Support Vector Machine 0.89  0.69  0.68 
k‐Nearest Neighbors  0.89  0.66  0.80 

Strongly Qualified (8) Features 
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Deep Belief Networks  1.00  0.92  1.0 
Decision Tree  0.86  0.84  0.88 
Random Forest  0.69  0.77  0.87 

Logistic Regression  0.77  0.69  0.91 
Support Vector Machine 0.77  0.88  0.83 
k‐Nearest Neighbors  0.86  0.88  0.91 

Results  obtained  in  this  study  show  that  sex,  polyuria,  polydipsia,  sudden  weight  loss, 
weakness, polyphagia, muscle stiffness and alopecia are the strongest indicators in the dataset while 
age, itching and obesity are deemed by the voting ensemble model to have to significant contribution 
to the diabetes status of the patients. Also, our proposed DBN model performed best when tested 
with strongly qualified features ad least when all the sixteen features were used. Although it is not 
in all cases that deep models would outperform models with one or no hidden layer, however our 
study  showed  that  the DBN model  outperformed  the  classical  classification models  in  terms  of 
average F1‐Measure, recall and precision. This study finds its significance in the fact that the deep 
learning model developed in this work can assist medics and patients in creating awareness on the 
early predictors of diabetes mellitus. One rather shocking discovery in this study is the fact that even 
though diabetes affects older people the more, our feature rankers disqualified it as a possible threat 
of diabetes. Early detection of diabetes is advantageous in the sense that it can help shape lifestyle, 
dietary and sleeping patterns. Studies have also shown that early and intensive intervention, not only 
prevents beta‐cell dysfunction but also informs on the potential associated cardiovascular risk factors 
before reaching the blood glucose thresholds currently set for diagnosing Type II diabetes. It has also 
been established in literature that early treatment combined with metformin‐vildagliptin provides 
relevant  improvements  in  long‐term  glycaemic  control  and  can  positively  affect  the  diseaseʹs 
progression. Hence, the importance of this study [49–51]. 

V. Conclusion 

In this study, we proposed and successfully implemented a deep belief network model, a class 
of multilayer deep  learning models with three RBM  layers as the hidden  layers. The performance 
(vis‐à‐vis F‐measure, recall and precision) of the model was tested using data collected using direct 
questionnaires from the patients of Sylhet Diabetes Hospital in Sylhet, Bangladesh and approved by 
a doctor. The effectiveness of dimensionality reduction was also measured using voting ensemble 
feature selection comprising of Mutual Information Gain, Variance Threshold and Chi Square. We 
also  implemented  five  classical machine  learning models  to  benchmark  the  performance  of  our 
model. The proposed model can be reconstructed and reoptimized for prediction of other forms of 
diseases using similar dataset. 
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