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I. SIMULATION PROTOCOLS

The X-ray diffraction structure (resolution 2.70 Å) of
Pseudomonas aeruginosa azurin (PaAz, PDB 1AZU? )
was adopted as the starting configuration for Molecular
Dynamic (MD) simulations. The initial setup of the sim-
ulations for reduced (Red) and oxidized (Ox) states of
azurin are created according to the simulation protocol
described in detailed elsewhere.1

The tyrosine residue was replaced by the only tryp-
tophan (res. No. 48) of azurin through applying patches
using psfgen to create Tyr+ − CuI and Tyr− CuII states.
The Tyr+ − CuI state of tyrosine was created by replac-
ing tryptophan with positive tyrosine in the Red state
of the azurin. The Tyr− CuII state of tyrosine was cre-
ated by replacing tryptophan with tyrosine in the Ox
state of the azurin. In the next step, 36469 TIP3P wa-
ter molecules were added to the simulation box using the
CHARMM force field and solvate plugin from VMD.2

The size of the simulation box is 105 Å×105 Å×105 Å,
consisting of the total of 111275 atoms. The total charge
of the system in both states is Q = −2.
A new state with half charge for tyrosine and active

site was created by applying a charge patch on the Red
state of azurin according to the following charge rule:
q̃Dj = qDj + 1

2∆qDj and q̃Aj = qAj + 1
2∆qAj where D is

the electron donor (the active site) and A is the electron
acceptor (tyrosine). The charges ∆qj are the differences
of atomic charge between the final and initial states of the
electron-transfer reaction (reaction scheme in Eq. 13 in
the main text). The half-charge state was created to more
efficiently sample the configurations near the crossing of
the free-energy surfaces as explained below.

For all initial systems, steepest descent minimizations
were performed for 250000 steps. The NPT equilibra-
tion simulation was done using the Langevin dynamics
in NAMD with the following parameters: a damping co-
efficient of 1 ps−1, the piston period of 100 fs, the pis-
ton decay time of 50 fs, the piston target pressure of
1.01325 bar, and constant temperature control set to the
target temperature of 300 K. The NPT simulations with
the length of 10 ns were performed for all states of pro-
tein. The stability of the protein structure was monitored
through RMSD of the protein and the active site. The
production NVT simulations were performed using the
same parameters as the NPT simulations, but removing
the constant pressure controls. Long-range electrostatic
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interactions were handled with the particle mesh Ewald
technique using a cutoff distance of 12.0 Å. The time
step of 2.0 fs was used for all simulations unless oth-
erwise specified. All simulations were performed using
NAMD software program3. 300 ns MD simulations were
performed for trajectoires production in all states.

II. ATOMIC CHARGES OF TYROSINE

To produce the charge distribution of positive tyrosine,
an isolated tyrosine residue was terminated with two ala-
nines. The Gaussian164 package was then used to opti-
mize the structure of the alanine-tyrsoine-alanine pep-
tide (Ala-Tyr-Ala) with DFT/B3LYP and 6-31++g(d,p)
basis set. The charge distribution of the positive tyro-
sine was calculated using Constrained Density Functional
Theory (CDFT)5 and B3LYP functional with four basis
sets: 6-31G, 6-31+G∗, 6-311+G∗ and 6-311++G∗∗. For
all charge calculations CHarges from ELectrostatic Po-
tentials using a Grid-based method (CHELPG)6 charge
model(algorithm) was used. The constrained electronic
structure calculations were performed with Q-Chem 5.4
package7. In the alanine-tyrsoine-alanine peptide, the
tyrsoine and alanines were constrained to have positive
and neutral charges, respectively. The resulting partial
charges are listed in the table S1. The charges with basis
sets 6-31G is used in simulation of Tyr+ − CuI state.

III. DYNAMICS OF THE STOKES SHIFT
AND DISTANCE

MD simulations (10 ns) with a saving frequency of 5
fs were performed to study the short dynamic (for the
Stokes-shift and donor-acceptor distance dynamics). The
time step and saving frequency time are 1 fs and 5 fs,
respectively. The Stokes-shift dynamics were monitored
by the time auto-correlation function of the energy gap

C
(i)
X (t) = ⟨δX(t)δX(0)⟩i. (S1)

The normalized correlation function was fitted to four
decaying exponents

S
(i)
2 (t) = C

(i)
X (t)/C

(i)
X (0) =

4∑
n=1

An exp
−t/τn . (S2)

The results of the fits for Tyr+ − CuI (i = 1) and
Tyr− CuII (i = 2) states of azurin are shown in Figure
S1. The fitting parameters are listed in Table S2.
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Table S1. Atomic charges of positive tyrosine calcualted from
CDFT with four basis set 6-31G, 6-31+G∗, 6-311+G∗ and
6-311++G∗∗ (CHELPG charge model).

Atom 6-31G 6-31+G∗ 6-311+G∗ 6-311++G∗∗
N -0.686685 -0.682691 -0.698381 -0.666612
HN 0.343448 0.329879 0.335752 0.321739
CA 0.463074 0.5614 0.570401 0.547402
HA 0.023292 -4.6e-05 0.001821 0.005039
CB -0.344495 -0.414579 -0.43992 -0.433911
C 0.601551 0.47179 0.478744 0.469764
HB1 0.189713 0.195683 0.203423 0.202033
HB2 0.124484 0.128003 0.138069 0.137828
CG 0.211732 0.309715 0.307054 0.299014
O -0.503963 -0.456653 -0.462068 -0.454008
CD2 -0.06088 -0.078685 -0.082261 -0.068831
CD1 -0.15534 -0.208224 -0.201688 -0.194307
HD2 0.166068 0.163261 0.169855 0.163487
CE2 -0.300065 -0.288419 -0.304326 -0.302888
CE1 -0.201827 -0.151434 -0.179032 -0.167266
HD1 0.18107 0.187202 0.190192 0.185475
HE2 0.200418 0.204283 0.20991 0.207679
CZ 0.593796 0.514799 0.541185 0.526196
HE1 0.205925 0.202859 0.212627 0.20574
OH -0.547864 -0.473551 -0.491557 -0.466316
HH 0.501025 0.462812 0.473949 0.455066∑

∆q 1.00 0.98 0.97 0.97
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Figure S1. Correlation functions C
(i)
X (t)/C

(i)
X (0) (points)

calculated from Eq. (S1) and fitted to Eq. (S2) (lines) for
Tyr+ − CuI (green) and Tyr− CuII (blue) states.

The dynamics of distance between the center of mass of
tyrosine’s phenol ring and the copper atom of the active
site were studied with the time correlation function

C
(i)
R (t) = ⟨δR(t)δR(0)⟩i (S3)

calculated for Tyr− CuII and Tyr+ − CuI states. The
correlation functions (points, Eq. (S3)) and their fits to
Eq. (S4) are shown in Figure S2 for Tyr+ − CuI and
Tyr− CuII states. To reproduce the oscillation of the

normalized correlation functions C
(i)
R (t)/C

(i)
R (0), equa-

tion (S4) was used

Φ(t) = A exp−αt +B exp−α2t sinω1t

+ (1−A) exp−α3t[cosω2t+ (α3/ω2) sinω2t].
(S4)

Table S2. The fitting parameters for the time correlation
functions of the energy gap (Eq. (S2)). The average relaxation
time τX and exponential relaxation times τi are in ps.

State A1 A2 A3 τ1 τ2 τ3 τ4 τX
Tyr+ − CuI 0.69 0.14 0.10 0.03 0.76 11.79 118.51 8.47
Tyr− CuII 0.75 0.15 0.07 0.05 3.58 57.10 366.84 10.39
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Figure S2. Correlation functions C
(i)
R (t)/C

(i)
R (0) (points, Eq.

(S3)) are fitted to Eq. (S4) (lines) for Tyr+ − CuI (green) and
Tyr− CuII (blue) states.

The fitting parameters are listed in Table S3.
The average distance between the copper atom of the

active site and the center of mass of tyrosine’s phenol
ring are calculated along 300 ns of MD trajectories and
are listed in Table S4. The distributions of distances R
are shown in Figure S3.

IV. ELECTRON-TRANSFER ENERGY GAP

The electron-transfer energy gap is calculated by sub-
tracting atomic charges of the donor and acceptor in-
teracting with the electrostatic potential of the protein-
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Figure S3. Distributions of distances between the Cu atom
of the active site and the tyrosine’s phenol ring in the initial,
Tyr+ − CuI (green), and final, Tyr− CuII (blue), electron-
transfer states.
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Table S3. The fitting parameters (Eq. (S4)) for the time correlation functions of the distance between the center of mass
tyrosine’s phenol ring and the copper atom of the active site. The relaxation time τR (ps) is the integral relaxation time.

State A B α1 α2 α3 ω1 ω2 ⟨τ⟩
Tyr+ − CuI 0.16 455.52 0.009 0.62 8.50 4.90 0.0003 18.26
Tyr− CuII 0.51 2014.03 0.009 0.69 7.97 −7.67× 10−6 0.00009 57.98

Table S4. Average distance between center of mass of tyro-
sine’s phenol ring and the copper atom of the active site.

State ⟨R⟩, Å
Tyr+ − CuI 9.69
Tyr− CuII 8.63
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Figure S4. Energy gap X(t) vs time for Tyr+ − CuI (green)
and Tyr− CuII (blue) states at 300 K. The black lines are the
accumulated averages of the energy gap.

water thermal bath in final and initial electron-transfer
states.8,9

X = E2 − E1 =
∑
j

∆qDj ϕD
j +

∑
j

∆qAj ϕ
A
j , (S5)

where ∆qDj = qD+
j −qDj and ∆qAj = qAj −qA+

j (
∑

j ∆qDj =

+1 and
∑

j ∆qAj = −1). The PSF file with charges ∆qj
for tyrosine and azurin’s active site were created to cal-
culate electrostatic interactions with water and protein.
The electrostatic interaction was calculated by using the
namdenergy plugin with replacing the partial charges of
the active site and tyrosine by the differnce charges, ∆qAj
and ∆qDj , respectively. Figure S4 shows the the targecto-
ries ofX(t) which sre used to calcualte the statistics. Fig-
ure S5 shows the distribution of the energy gaps, Pi(X),
for the initial and final states of azurin at 300 K.

We have also calculated the energy gaps produced by
the protein part of thermal bath. The corresponding dis-
tributions are shown in Figure S6. The reorganization
energies for the protein are listed in table S5.

The reorganization energies listed in Table S5 are cal-
culated from variances of the energy gap in two electron-
transfer states

σ2
X,i = 2kBTλi (S6)

Alternatively, the Stokes-shift reorganization energy is
given in terms of average values of the energy gap in two
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Figure S5. Distributions of the energy gap for Tyr+ − CuI

(green) and Tyr− CuII (blue) states at 300 K.
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Figure S6. Distributions of the energy gap produced for the
protein component for Tyr+ − CuI (green) and Tyr− CuII

(blue) states at 300 K.

states

λSt = 1
2 (⟨X⟩1 − ⟨X⟩2) (S7)

The convergence of the reorganization energies λ as a
function of the trajectory length is shown in Figure S7.
We have additionally performed a single umbrella sam-

pling simulation10? ? at the intermediate state of the
system between the final and initial electron transfer
states and characterized by the Hamiltonian Hz = H1 +
z(H2 −H1) at z = 1/2. The corresponding distribution
of the energy gap is shown by the red line in Fig. S8.

V. CROSSOVER PARAMETER g

The dynamic crossover parameter g is calculated from
the following equation11

g =
2πV 2

e τx
σXℏ

e
3
2γ

2⟨(δR)2⟩√
2β∆F † + 4(τx/τR)γ2⟨(δR)2⟩

(S8)
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Table S5. Reorganization energies of (eV) for the entire water-
protein system and protein alone.

State λSt λi λSt λi

Total Protein

Tyr+ − CuI 1.32 1.08 0.58 1.46
Tyr− CuII – 1.57 1.35
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Figure S7. Running averages for the Stokes shift (Eq. (S7))
and variance reorganization energies (Eq. (S6)) in Tyr+ − CuI

(green) and Tyr− CuII (blue) states at 300 K.

in which the index specifying the state i = 1, 2 is dropped
for brevity. All parameters required for the calculation
of g are listed in Table S6. The value of the reaction
free energy ∆F0 is calculated from the difference of the
reduction potentials of azurin and tyrosine as discussed
in the main text.

The parameter γ in Eq. (S8) is the exponential decay
of the electronic coupling

V (R) = Ve,ie
− 1

2γδR, δR = R−Re,i (S9)

which is defined in terms of the equilibrium donor-
acceptor distance Re,i = ⟨R⟩i (Table S4) and the equi-
librium coupling Ve,i = V (Re,i). The distance depen-
dence of electronic coupling is calculated using Voityuk’s
function12

log10 Ve(R) = 1.73− 0.42R (S10)
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Figure S8. Distributions of the energy gap for Tyr+ − CuI

(green), Tyr− CuII (blue) and intermediate (z=1/2, red)
states at 300 K.

Table S6. List of parameters for calculations of the dynamic
crossover parameter g. All energies are in eV and times are in
ps. The reaction free energy ∆F0 = −0.859 eV and γ = 1.934
Å−1 (Eq. (S10)) are used in the calculations.

State Ve,i ∆F †
i τ

(i)
x τ

(i)
R ⟨(δR)2⟩i,Å2 gi

Tyr+ − CuI (1) 4.57× 10−3 0.007 8.47 18.25 0.10 11
Tyr− CuIIa (2) 12.7× 10−3 1.05 10.39 57.98 0.43 70

In equation (S10), R is the distance between the centers
of the donor and acceptor.

VI. Q-MODEL OF PROTEIN ELECTRON
TRANSFER

The free energy surfaces of electron transfer Fi(X) are
specified in the Q-model10,13 by the following equation

F1(X) =
(√

|α||X −X0| −
√

α2λ1

)2

F2(X) = ∆F0 +
(√

|1 + α||X −X0| −
√
(1 + α)2λ2

)2

(S11)

in which the parameter X0 defines the “fluctuation
boundary” beyond which the reaction coordinate is not
allowed to exist. This implies that F (X < X0) → ∞ at
α > 0 and F (X > X0) → ∞ at α < 0. The parame-
ter α specifies the extent of non-parabolicity of the free
energy surfaces: α → ∞ restores the picture of crossing
parabolas14 and the range −1 < α < 0 is not allowed.
The fluctuation boundary X0 is defined in terms of other
parameters of the model by the following equation

X0 = ∆F0 − λ1
α2

1 + α
(S12)

The parameters α is specified in terms of two variance
reorganization energies λi (Eq. (S6)) and the Stokes-shift
reorganization energy (Eq. (S7)) as follows (Table S5)

α =
2λSt + λ2

λ1 − λ2
(S13)

The consistency of calculations is tested by the identity
imposed by the model

ζ =
λ1α

3

λ2(1 + α)3
= 1 (S14)

The parameters listed in Table S5 result in α = −8.6 and
ζ = 1.0042.
The free energy surfaces presented in the main text

are based on ∆F0 = −1.04 eV based on the reduction
potential of Trp+/Trp· in water. If the the reduction
potential of 1.8 V is adopted for the hydrophobic protein
environment,? the reaction free energy becomes ∆F0 =
−1.46 eV. The free energy surfaces for this setup are
shown in Figure S9.
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Figure S9. Free energy surfaces of electron transfer calculated
in the Q-model (solid lines, see SM) and compared to MD sim-
ulations (filled points). The upper portions of the simulation
data (open points) are obtained from the results around the
minima by applying the linear relation (see the main text).
The calculations are based on the estimated value of the re-
action free energy ∆F0 = −1.46 eV.
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Figure S10. Cumulative average number of water molecules
within a shell of 6 Å surrounding Tyr along 300 ns of MD
trajectory for Tyr− CuII (blue line) and Tyr+ − CuI (green
line). The horizontal arrow indicates the time scale on which
the population of water molecules in around the Tyr residue
relaxes.

VII. WETTING OF THE PROTEIN

To monitor the dynamics of wetting of the donor and
acceptor cofactors, we calculated the average number of
water molecules surrounding the tyrosine (Figure S10).
Figure S11 shows water density maps near the tyrosine.
Blue dots on the map refer to oxygen atoms of water
molecules appearing within 6 Å cutoff during the last 30
ns of MD simulations. The pattern of wetting by hy-
dration water is different for Tyr+ − CuI and Tyr− CuII

states. This difference in the wetting pattern projects
itself to unequal reorganization energies in two electron-
transfer states as captured here by the Q-model.

Figure S11. Water density maps within 6 Å cutoff from Tyr
in the Tyr− CuII state (left), in Tyr+ − CuI (right).
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