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Electron Tunneling in Biology: When Does it Matter?
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Abstract: Electron can tunnel between cofactor molecules positioned along biological electron trans-
port chains up to the distance of ≃ 20 Å on the millisecond time scale of enzymatic turnover. 

This tunneling range mostly determines the design of biological energy chains facilitating cross-
membrane transport of electrons. Tunneling distance and cofactors’ redox potentials become main 
physical parameters of this design. The protein identity, flexibility, or dynamics are missing from 
this picture assigning universal charge-transport properties to all proteins. This paradigm is chal-
lenged by dynamical models of electron transfer showing that the hopping rate is constant within 
the crossover distance R∗ ≃ 12 Å, followed with an exponential tunneling falloff at longer distances. 
In this view, energy chains for electron transport are best designed by placing redox cofactors near 
the crossover distance R∗. Protein flexibility and dynamics affect the magnitude of the maximum 
hopping rate within the crossover radius. Protein charge transport is not driven by universal param-
eters anymore and protein identity matters.

Keywords: Protein electron transfer; tunneling; protein dynamics; electrowetting; Stokes-shift dy-
namics 14

1. Introduction 15

Experimental studies of tunneling in biology were initiated by 1966 paper by DeVault 16

and Chance [1]. They reported the kinetics of oxidation of cytochrome proteins by the 17

photoexcited reaction center of the photosynthetic bacterium Chromatium. The half-time 18

of the reaction was found to increase from ≃ 2 µs at room temperature to ≃ 2.3 ms at 100 19

K and stayed nearly constant down to 35 K (Figure 1). Even though the fast component 20

of the reaction showed activated Arrhenius kinetics in the entire range of temperatures, 21

the slow decay was found to be “a very nearly if not actually temperature independent” 22

[1]. Tunneling was proposed to explain observations and that set in motion an extensive 23

research program to study tunneling and, more generally, quantum effects in biology [2]. 24

Tunneling is presently an accepted view for transport of two subatomic particles re- 25

sponsible for all energy of life: the electron and the proton [2]. The cross-membrane sep- 26

aration of electrons and protons is the basis of Mitchell’s chemiosmotic hypothesis [3,4]: 27

the cross-membrane protonmotive force provides free energy for the synthesis of ATPs re- 28

quired for cellular function. The question that has hunted several generations of scientists 29

is whether transport of charges occurs as a coherent process, through conduction bands 30

[5–7], or through decoherent tunneling hops between sites of charge localization. Despite 31

a number of suggestions of coherent transport through biopolymers [8,9], the prevailing 32

view is that intraprotein charge transport occurs through decoherent hops between redox 33

cofactors intercalated in the protein fold [10,11]. Proteins can also polymerize in nanowires 34

to deliver electrons over micrometer distances in the process called extracellular electron 35

transfer [12,13]. However, in that case as well the prevailing conductivity mechanism is 36

thought to be incoherent hops between sites of electron localization [14–16]. 37
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Tunneling of electrons between localized states follows Gamow’s view [17] of under-
barrier transition probability between two unperturbed stationary eigenstates at two op-
posite sides of the tunneling barrier. If the energies of quantum states involved in tunnel-
ing are equal, the probability of penetrating the barrier scales exponentially ∝ exp[−γR]
with the barrier width R. This exponential falloff with the distance between the centers of
electron localization (the donor and acceptor) is retained in so-called electronic coupling
promoting electronic radiationless transitions (without a photon involved [18])

V(R) ∝ exp
[
− 1

2 γR
]
, (1)

The electronic coupling is the perturbation of the electronic Hamiltonian that brings
about electronic transitions between electronic states spatially localized at the donor and
acceptor. It defines the rate constant for electronic transitions according to Fermi’s golden
rule equation [19]

kNA =
2π

h̄

⟨
V(R)2δ(X)

⟩
. (2)

The rate constant kNA describes the single-exponential decay of the population of the 38

donor state when transitions are initiated. This is typically done by photoexcitation [20], 39

as was realized by photoexciting the reaction center’s primary pair in DeVault and Chance 40

experiments [1]. 41
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Figure 1. Rate constant for cytochrome oxidation by photoexcited reaction center of the photosyn-
thetic bacterium Chromatium [1]. The activation barrier is nearly zero at T < 100 K as explained by
prevalence of the tunneling mechanism. Reproduced with permission from Ref [1].

The reaction coordinate X in Eq. (2) was introduced by Lax [18] and later by Warshel
[21] as the natural coordinate monitoring the progress of a radiationless transition. Given
that resonance of the initial and final energies is required for tunneling, it is defined as the
difference (energy gap) between the final, E2(q), and initial, E1(q), energies

X(q) = E2(q)− E1(q). (3)

The delta-function δ(X) in Eq. (2) imposes the condition X(q) = 0 of tunneling resonance 42

when the energies of initial and final states become equal. Finally, reactions following the 43

golden rule recipe are labeled as “non-adiabatic” reactions, as specified by the correspond- 44

ing subscript in Eq. (2). 45

The energy states Ei(q), i = 1, 2 depend on the manifold of nuclear coordinates q 46

affecting the electronic states. The average ⟨. . . ⟩ in Eq. (2) is taken over the statistical 47

configurations of those nuclear coordinates. The donor-acceptor distance R can fluctuate 48

as the result of thermal motions and generally should be included in the statistical average 49

[22]. 50

If the donor-acceptor complex is sufficiently rigid, one can separate the electronic cou-
pling at the equilibrium donor acceptor distance Re from fluctuations of the coupling due
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Figure 2. Rate constants of activatioless electron transfer vs the donor-acceptot distance for Ru-
modified proteins: azurin (black), cytochrome c (blue), cytochrome c-b562 (cyan), and high-potential
iron protein (red). The dashed black line is drawn through the azurin data with the exponential
decay constant of 1.04 Å−1. The experimental results (points) are reproduced with permission from
Ref. [24].

to distance changes δR = R− Re. One therefore finds that the rate constant is proportional
to V2

e and exponentially decays with the equilibrium distance

kNA ∝ V2
e ∝ e−γRe . (4)

Significant body of experimental work went into studies of the distance decay of the 51

electron-transfer rate constant. Specifically, Winkler and Gray introduced the technique 52

of attaching a photo-excitable RuII complex to the surface of a redox-active protein. By 53

varying the attachment site, an impressive range of distances was sampled [11,23,24] (Fig- 54

ure 2). These studies have resulted in an average value of the tunneling decay parameter 55

assigned to protein media and equal to γ ≃ 1.1 − 1.2 Å−1. A similar value, γ ≃ 1.4 Å−1, 56

was extracted from studies of kinetics of photosynthetic reactions [25,26] (Figure 3). 57

The available data point out that the combination of electronic coupling and the ac-
tivation barrier ∆F† are sufficient to describe protein electron transfer [26]. The rate con-
stant is obtained by taking the statistical average over the delta-function in Eq. (2). This
goal can be achieved within the framework of Marcus theory [27] considering Gaussian
fluctuations of the medium bringing the initial and final energies into resonance. Th result
is given by the following expression

kNA ∝ V2
e e−β∆F†

, (5)

where β = (kBT)−1 is the inverse temperature and the activation barrier in Marcus theory
is specified by two parameters, the reaction free energy ∆F0 and the reorganization energy
λ

∆F† =
(λ + ∆F0)

2

4λ
. (6)

A “universal” value of the reorganization energy λ ≃ 0.8 eV was suggested to apply to 58

protein electron transfer [25]. 59

The combination of equations (5) and (6) offers a universal picture of electron transfer 60

in protein media. Both the decal parameter γ and the reorganization energy λ are viewed 61

as parameters generic to protein media. The only parameters left to tune the rate are the 62

donor-acceptor distance and the reaction free energy. This picture also suggests that the 63

closest packing of cofactors as allowed by steric constraints of electron-transport chains 64

provides the best strategy to optimize their performance. The placement of cofactors in 65

such chains is limited by the universal donor-acceptor distance RD ≃ 12 − 15 Å (Dutton 66

radius [25]) for reactions with zero reaction free energy, which can be extended to ≃ 21 Å 67

for activationless transitions [24] (−∆F0 = λ in Eq. (6)). 68
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Figure 3. Rate constants of electron transfer in photosynthetic reaction centers vs the edge-to-edge
distance between the redox cofactors (points). The rate constants are recalculated to the values of
zero activation barrier. The dashed line is the linear fits through the point with the slope γ = 1.4
Å−1. The plot is adopted with permission from Ref. [10].

The universal, based on golden rule (Eq. (2)) view of electron transfer comes in stark 69

contrast to a number of early and modern ideas advocated to expalin the catalytic effect 70

of the protein medium on enzymatic reactions. An early explanation of the catalytic effect 71

is due to Pauling [28], who suggested that enzymes preferentially stabilize the activated 72

state of the reaction thus reducing the barrier. This notion is clearly inconsistent with 73

the theory of nonadiabatic electron transfer operating with equilibrium free energies (λ 74

and ∆F0) and not involving any notion of the transition-state configuration and its energy. 75

A more recent suggestion involves non-statistical, dynamical aspects of protein flexibility 76

[29] as a potential reason for the catalytic effect [30–32]. It is nevertheless obvious that none 77

of these concepts have entered the present formulation of the theory of protein electron 78

transfer. The present-day universal theory does not involve individual properties of a 79

specific protein, such as dynamics, elasticity, conformational flexibility, etc. The formalism 80

discussed here aims to change this view. 81

We offer a formalism that incorporates protein elasticity into the rate of electron 82

transfer in the form of elastic modulation of the tunneling probability. The resulting for- 83

mulation predicts that most intraprotein electron-transfer reactions are controlled by the 84

medium dynamics and not by tunneling probability. Tunneling becomes important only 85

at distances exceeding the crossover distance R∗ at which the dynamical control of the 86

rate constant is switched to the tunneling control. Therefore, no reaction speedup can be 87

achieved by placing redox cofactors at distances closer than the crossover distance and 88

optimum rate of electron transport is achieved when cofactors are placed at separations 89

close to R∗. 90

The demand to develop a framework alternative to the theory of nonadiabatic elec- 91

tron transfer (Eqs. (5) and (6)) came from a somewhat unexpected direction. Advances 92

in electrochemistry of redox species attached to monolayers self-assembled at the metal 93

electrode [33] have led to the development of thin-film electrochemistry of redox-active 94

proteins [34–37]. This technique provides the dependence of the electrochemical rate con- 95

stant on the thickness of the monolayer, i.e., on the tunneling distance [38–41]. While the 96

value γ ≃ 1 Å−1 from solution studies (Figures 2 and 3) was confirmed by electrochemical 97

measurements, unexpected results have also emerged. 98
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Figure 4. Apparent rate constants of electron transfer between a metal electrode and different
proteins immobilized on SAMs of varying thickness: azurin (black) and cytochrome c on CO−

2 -
terminated SAMs (CytC, red). The dashed lines are fits to Eq. (8) assuming an exponential falloff of
the electronic coupling (Eq. (4)). The open points (Azurin/Ru and CytC/Ru) are taken from Figure 2
and vertically shifted to align with electrochemical data. Note a very good agreement in the distance
decay between electrochemical and solution measurements for azurin. The experimental results are
reproduced with permission from Refs. [24] and [42].

First, it was discovered that the rate constant saturates to a plateau at distances R <
R∗ ≃ 12 − 15 Å. Surprisingly, one finds that the Dutton radius falls close to the crossover
distance

RD ≃ R∗. (7)

Second, the reorganization energies measured by electrochemistry are consistently below
the “universal” value of 0.8 eV falling in the range 0.2 − 0.5 eV. The first observation is
consistent with the prediction of the dynamical control of electron transfer [43–47] derived
for electron-transfer reactions in solution. This general formulation yields the rate constant
of electron transfer kET as the ratio of the nonadiabatic, golden rule rate constant kNA and
the correction factor 1 + g

kET = (1 + g)−1kNA. (8)

Importantly, the crossover parameter

g ∝ τXV2
e (9)

in Eq. (8) is proportional to the product of V2
e and the relaxation time τX of the dynamic

coordinate X(t) supplied experimentally or computationally by the Stokes-shift dynamics
[48,49]. Therefore, with decreasing the donor-acceptor distance and thus increasing the
electronic coupling Ve, one arrives at the crossover condition g(R∗) = 1. At R < R∗ the
squared electronic coupling V2

e cancels out from the nominator and denominator in Eq. (8)
and the rate constant switches from the nonadiabatic, distance-dependent function to the
limit of Kramers kinetics [50–52]

kET ∝ τ−1
X . (10)

The rate constant reaches a plateau and does not depend on electronic coupling anymore 99

(Figure 4). 100
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Figure 5. Rate constant of 1 → 2 electron transfer (Eq. (13)) vs the distance between the Cu atom
of the active site and the center of mass of tyrosine’s phenol ring. The calculated nonadiabatic rate
constant kNA (Eq. (5), dash-dotted line) is compared to the full electron-transfer rate constant kET

(Eq. (8), solid line). The horizontal dashed line shows g(R∗) = 1, R∗ = 10.9 Å and the vertical
dotted line indicates the equilibrium distance Re = ⟨R⟩1 = 9.7 Å from MD trajectories.

Even though measurements seem to be qualitatively consistent with the view of the
dynamical control of electron transfer, an attempt to fit the data to the standard model [43–
47] has produced the Stokes-shift relaxation time τX ≃ 200 ns [35], which is much higher
than anticipated either from solution measurements [53] or from molecular dynamics sim-
ulations of the half redox reaction of cytochrome c [54]. The mystery was resolved by
allowing fluctuations of the donor-acceptor distance [41,55]. Such fluctuations produce a
new time scale for the problem

τγ = (γ2DR)
−1. (11)

This is the time required for the redox-active protein to diffuse through the tunneling de-
cay distance γ−1 with the translational diffusion constant DR. The time τγ competes with
τX for the dynamical control of the reaction rate, but, even more importantly, the Stokes-
shift relaxation time becomes modified with a factor carrying the information about the
protein elasticity in the form of the variance of the donor-acceptor distance σ2

R = ⟨(δR)2⟩

τX → τeff = τX exp
[

3
2 γ2⟨(δR)2⟩

]
. (12)

Protein’s flexibility enters the theory through both the dynamics of the donor-acceptor 101

distance and its variance. The effective time entering the dynamical crossover parameter 102

g becomes longer for more flexible proteins, thus increasing the crossover distance R∗. 103

As mentioned above (Eq. (7)), the crossover length, R∗ ≃ 12 − 15 Å [42], nearly co- 104

incides with the maximum distance ≃ 14 − 15 Å within which most activated electron- 105

transfer reactions are found in biological energy chains [24,56]. If R∗ found by electro- 106

chemistry can be extended to intraprotein electron transfer, that would imply that most 107

electron-transfer hops within proteins occur in the limit of dynamical control when tun- 108

neling does not affect the rate. Experiments by DeVault and Chance, discussed at the 109

beginning of this section, apply to interprotein electron transfer and might still be con- 110

trolled by tunneling. However, one faces a number of significant questions, including the 111

issue of the magnitude and temperature dependence of the Stokes-shift relaxation time. 112

Given that the relaxation time becomes slower with lowering temperature, the crossover 113

distance R∗ is expected to increase at low temperatures. Therefore, even if interprotein 114

electron transfer is controlled by tunneling at high temperatures, it might fall under the 115

dynamical control with cooling. 116

The present article extends our previous results [57] for intraprotein electron transfer 117

between tryptophan (Trp) residue of azurin and its active site to a single-residue mutation 118

replacing tryptophan with tyrozine (Tyr). The reaction of transferring the hole from Trp to 119

CuI of the active site was studied experimentally by Shih et al [58] and the reaction time of 120

τET ≃ 31 ns reported. Trp-Tyr mutation was also attempted, but resulted in no observable 121
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Active siteTyr

R ≃ 8− 10 Å

Figure 6. Drawing of the Cu-ligated active site and the tyrosine (Tyr) residue of azurin (PDB 1AZU).
The distance between Cu and the center of mass of phenol ring of Tyr is Re = 8.6 Å for the neutral
Tyr state and 9.7 Å for the cation radical state Tyr+.

transition. Here, we study the reaction of electron transfer from the active site of azurin to 122

cation radical Tyr+ replacing Trp in the wild type protein (Figure 6). 123

The hole on Tyr is experimentally created by photoexcitation of a ReI-diimine com-
plex labeled as A∗ in the following reaction scheme

(0) A∗ − Tyr − CuI → (1) A− − Tyr+ − CuI kET−−→ A− − Tyr − CuII (2). (13)

The cation radical Tyr+ is produced in less than 1 ps, followed with electron transfer from 124

the active site of azurin to Tyr+. This is the reaction studied here by combining the ana- 125

lytical dynamical theory of electron transfer [59] with classical molecular dynamics (MD) 126

simulations. 127

2. Dynamical theory of protein electron transfer 128

The dynamical formulation of the theory of protein electron transfer is complicated
by the fact that a number of competing nuclear modes, relaxing on similar time scales,
affect the dynamics near the crossing point of the free energy surfaces along the reaction
coordinate X. The crossing point specifies the activation barrier and the competing time
scales enter the dynamical cross-over parameter g in Eq. (8). The most significant nuclear
modes competing in the pre-exponential factor of the rate constant are the medium polar-
ization and the donor-acceptor distance. With the account of these two nuclear modes, the
parameter g is given by the following equation [59]

g =
2πV2

e τX
h̄σX

e3γ2⟨(δR)2⟩/2√
2β∆F† + 4(τX/τR)γ2⟨(δR)2⟩

, (14)

in which σ2
X = 2λkBT is the variance of the electron-transfer energy gap from polarization 129

fluctuations. All parameters in Eq. (14), except for γ, depend on the electron transfer 130

state i = 1, 2; this dependence is dropped for brevity. We discuss the magnitude of g for 131

the charge-transfer reaction 1 → 2 shown in Eq. (13). The simulation protocol follows our 132

previous study of wild type azurin and is described in supplementary material (SM). Here, 133

we focus on the results. 134

The crossover parameter in Eq. (14) depends on the Stokes-shift relaxation time τX
and the relaxation time of the donor-acceptor dynamics τR. Both are calculated as integral
relaxation times from the corresponding normalized time correlation functions

S(i)
Y (t) =

⟨δY(t)δY(0)⟩i
⟨(δY(0))2⟩i

, (15)

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 14 November 2022                   doi:10.20944/preprints202211.0232.v1

https://doi.org/10.20944/preprints202211.0232.v1


8 of 15

Table 1. Reorganization energies (eV) for the forward and backward transitions in the charge shift
reaction (Eq. (13)) at T = 300 K. Also listed are relaxation times (ps), the variances of the donor-
acceptor distance (Å2), and the dynamical crossover parameters (Eq. (14)).

State λ λSt τX τR ⟨R⟩ ⟨(δR)2⟩ g
Tyr+ − CuI 1.08 1.33 8.47 18.25 9.69 0.10 11
Tyr − CuII 1.57 10.39 57.98 8.63 0.43 70

where the variable Y(t) is either X(t) or R(t) and δY(t) = Y(t) − ⟨Y⟩i; ⟨. . . ⟩i specifies 135

an ensemble average in two different electron-transfer states i = 1, 2 (Eq. (13)). These 136

calculations (see SM) show that electrostatic interactions and the donor-acceptor distance 137

relax on comparable time scales (Table 1). 138

Another significant parameter is the protein flexibility expressed in terms of the donor- 139

acceptor distance variance σ2
R,i = ⟨(δR)2⟩i (Table 1). The average distance between tyro- 140

sine’s phenol ring and the Cu atom of the active site ⟨R⟩i changes somewhat between 141

the two states, but the main difference between two electron-transfer states in terms of 142

distance statistics is in the distance variance. Consistently with our previous simulations 143

of wild type azurine [57], the state with a higher number of water molecules around the 144

residue shows a greater extend of distance flexibility. In the present simulations, a larger 145

number of water molecules was found around neutral Tyr (Figure S10), which is reflected 146

by a broader distribution of donor-acceptor distanced (Figure S3) and a larger distance 147

variance (Table 1). 148

For the dynamical parameters listed in Table 1 and ∆F† ≃ 0.03 eV calculated below,
we find that the first term under the square root in the denominator of Eq. (14) domi-
nates over the second term. The crossover parameter can be simplified in this case to the
following expression in which only the Stokes-shift relaxation time enters the crossover
parameter and the rate constant in the dynamics-controlled plateau region (Figure 5)

g =
πV2

e

h̄
√

λ∆F†
τeff, (16)

where τeff is given by Eq. (12) and g enters the pre-exponential factor of the rate constant 149

according to Eq. (8). 150

3. Q-model of protein electron transfer 151

Calculation of the free energy barrier for electron transfer requires constructing the 152

free energy surfaces of electron transfer corresponding to the initial state, F1(X), and to 153

the final state, F2(X). The standard approach [27] is to produce crossing Marcus parabolas 154

with the activation barrier in Eq. (6). This approach is, however, not applicable to the 155

energetics of electron transfer in azurin. 156

The two electron-transfer states in Eq. (13) are characterized by different wetting pat-
terns of the Tyr residue (Figure S11). The consequence of this new physics as that the
reorganization energy from the variance of the energy gap becomes state-dependent

λi =
1
2 β⟨(δX)2⟩i. (17)

These two values of the variance reorganization energy are also different from the Stokes-
shift reorganization energy [60]

2λSt = X1 − X2, (18)

where Xi = ⟨X⟩i are two average values of the energy gap calculated from trajectories
in equilibrium with the corresponding electron-transfer state i = 1, 2. In Marcus theory,
all three reorganization energies are equal, λSt = λ1 = λ2. Their inequality demands
an extension to non-parabolic free-energy surfaces accomplished here by the use of the
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Q-model of electron transfer [61]. This model stipulates the following inequality between
three reorganization energies

λ1 < λSt < λ2, (19)

where λ1 and λ2 can be swapped to match a given reaction. The main requirement for the 157

model to be mapped on a specific physical situation is that the Stokes-shift reorganization 158

energy falls between two variance reorganization energies. 159

The Q-model is based on three parameters: any two reorganization energies out of 160

λi, λSt can be used along with the experimental reaction free energy ∆F0 to construct Fi(X) 161

(see SM). The reaction free energy ∆F0 requires the reduction potentials of azurin, equal 162

to E0 = 0.341 V [62], and of Trp+/Trp·. The radical cation radical tyrosine is unstable and 163

loses phenolic proton in solution to become the neutral tyrosyl radical Tyr·. The formal 164

potential of Tyr· is 1.0 V against NHE. The potential for the cation radical has been esti- 165

mated as 1.38 V in water and even higher, ≃ 1.8 − 1.9 V, in a dehydrated, low-dielectric 166

protein environment [63]. The reaction energy thus changes between ∆F0 = −1.04 eV in 167

the former case and ∆F0 = −1.46 eV in the latter. 168

Combining these parameters, one arrives at the non-parabolic free energy surfaces
shown in Figure 7. The lower portion of each surface, shown by points, is calculated
directly from sampling the energy gap (Eq. (3)) on MD simulation trajectories. In contrast,
the upper portions are obtained from the linear relations to which Fi(X) satisfy [21,64,65]

F2(X) = F1(X) + X. (20)

The solid lines in the figure are produced with the Q-model (see SM) which provides 169

a good description of the simulation data. The main result of these calculations is that 170

the forward reaction in the scheme shown in Eq. (13) is essentially activationless, with 171

the activation barrier of ∆F† ≃ 7 meV. Tis result is not modified much if the reduction 172

potential of 1.8 V is adopted for Trp+/Trp· reduction in a dehydrated protein medium. 173

The reaction shifts to the inverted region in this case, resulting in ∆F† ≃ 13 meV (Figure 174

S9). The wetting state of the Tyr pocket inside the protein weakly affects the rate of electron 175

transfer. 176
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Figure 7. Free energy surfaces of electron transfer calculated in the Q-model (solid lines, see SM) and
compared to MD simulations (points). The lower points are from simulations of 1 and 2 states in the
reaction scheme in Eq. (13). The upper portions of the simulation data (open points) are obtained
from the results around the minima by applying the linear relation from Eq. (20). Red points are
from simulations in the intermediate state with z = 1/2 in Eq. (21). The calculations are based on
the estimated value of the reaction free energy ∆F0 = −1.04 eV.

We have additionally applied the umbrella sampling technique [65–67] and simulated
the system in the state half way between the initial an final states and characterized by the
Hamiltonian Hz = H1 + z(H2 − H1) (see SM). The corresponding free energy surface is

Fz(X) = F1(X) + zX (21)
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which becomes F1(X) at z = 0 and F2(X) at z = 1. The simulation was done at z = 1/2. 177

The red points in Figure 7 show F1(X) = F1/2(X)− X/2 and F2(X) = F1/2(X) + X/2. 178

The rate constant of electron transfer was calculated from Eq. (8) accounting for the 179

nonadiabatic rate constant kNA and the dynamical crossover parameter making the reac- 180

tion rate independent of the distance in the dynamically controlled regime. The nonadi- 181

batic rate constant was calculated as elsewhere [57] by using the electronic coupling Ve 182

(Eq. (5)) provided by Voityuk [68] (see SM). This calculation yields the reaction time τET = 183

k−1
ET ≃ 40 ps. This reaction time is similar to ≃ 40 ps reported for electron-transfer acti- 184

vationless quenching of photoexcited Trp by heme of myoglobin (R ≃ 12 Å) [69], but is 185

much shorter than τET ≃ 31 ns reported [58] for the reaction involving Trp residue in wild 186

type azurin. The reaction studied here refers to the equilibrated Tyr+ and Tyr residues in 187

the corresponding oxidation states. Their wetting to the equilibrium configuration is ac- 188

complished on the time scale of ≃ 150 ns (Figure S10). This equilibration most likely does 189

not occur in real system since Tyr+ loses its phenolic proton to become a neutral tyrosyl 190

radical Tyr· [70]. Given how fast electron transfer is, proton-coupled electron transfer [71] 191

does not seem to be required to speed charge transport up. The release of proton might 192

instead follow the electron-induced proton transfer mechanism [72]. 193

If Tyr+ is deprotonated, the charge-transfer reaction must proceed in an alternative 194

mechanism of creation of the negative anion radical Tyr− and might be much slower. In- 195

deed, the reduction potential of Tyr/Tyr− is 0.68 V and the reaction free energy for electron 196

transfer becomes ∆F0 = −0.34 eV. Assuming the same reorganization parameters as listed 197

in Table 1, this driving force yields the activation barrier of ∆F† = 0.17 eV and the reaction 198

time of 8 ns. In fact, no reaction was observed for azurin with Tyr mutation [58]. 199

Oxidized tyrosine cation radicals (Tyr+) are viewed as elements of chains of aromatic 200

residues serving as relay elements to transport oxidizing electron holes to avoid oxidative 201

damage to enzymes’ active sites [15,24,58,71,73,74]. Our calculations indicate that electron 202

transfer to oxidized Tyr+ can be fast, and it should compete with deptotonation of oxi- 203

dized tyrosine to avoid kinetic bottlenecks. Avoiding wetting of tyrosine sites might be a 204

critical component for the design of such charge transport chains of aromatic residues, as 205

well as the mechanism for regulating the aromatic residue relays [73]. Protein environment 206

can switch charge transport relays on and off by regulating the extent of wetting of tyro- 207

sine sites. Given that wetting and drying are slow processes, which take ∼ 150− 200 ns in 208

our simulations, falling into an “incorrect” wetting state makes the enzyme inactive over 209

the corresponding waiting time. This phenomenology is known as the dynamic hetero- 210

geneity of enzymes established by single-molecule measurements [75–78]. The dynamical 211

heterogeneity is typically linked to the dispersion in catalytic rates due to conformational 212

transitions of time scales exceeding the reaction time. It appears that wetting transitions 213

follow a similar phenomenology since transitions between different wetting states of the 214

active site are much slower than electron-transfer reactions in the corresponding states. 215

The main result of our simulations and calculations is that electron transfer between 216

Tyr+ and the active site of azurin is in dynamically controlled regime, that is at the plateau 217

in the distance dependence of the rate constant in Figure 5. The crossover parameters 218

g listed in Table 1 significantly exceed the value g(R∗) = 1 for the transition from the 219

dynamics-controlled to the tunneling-controlled regime. The rate constant in the plateau 220

region is significantly lower, at least by an order of magnitude, compared to the result 221

anticipated based on standard nonadiabatic theories of protein electron transfer (Eq. (5)). 222

Electronic tunneling does not affect the rate in this limit and the rate constant is instead 223

affected by the protein identity (dynamics and flexibility). 224

4. Discussion 225

Returning to DeVault and Chance experiments, theoretical interpretation of their data 226

by Hopfield [79] and Jortner [80] showed that the change in the Arrhenius slope at low tem- 227

peratures comes from the quantum nature of nuclear modes coupled to electron transfer. 228

The corresponding independence of the reaction rate of temperature (lower-temperature 229
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part in Figure 1) reflects nuclear tunneling of collective normal-mode vibrations (in con- 230

trast to localized, single particle atomic tunneling [81]). The picture following from this 231

analysis, and the shape of rate’s temperature dependence, are quite consistent with kinetic 232

data reported by Frauenfelder an co-workers for the rate of CO migration in hemoglobin 233

[82] and cytochrome c [83]. In both cases, one observes a low-temperature plateau of the 234

rate attributed to nuclear tunneling (Figure 8). Therefore, it is not electron tunneling that 235

is responsible for the change of the temperature slope in the Arrhenius plot. Electron tun- 236

neling occurs at all temperatures and it is only the statistics of nuclear fluctuations that 237

change with temperature allowing nuclear tunneling to occur at low temperatures. 238
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Figure 8. Rate constant for the binding of CO to cytochrome c as a function of temperature. Experi-
mental data (points) are taken from Ref. [83], the dashed line is a fit through the data points.

Is it only the statistics of fluctuations that matters? Quoting from Szent-Gyorgyi, “The 239

fuel of life is the electron, or, more exactly, the energy it takes over from photons in photo- 240

synthesis; this energy the electron gives up gradually when flowing through the cellular 241

machinery” [84]. To do so, electron must tunnel between localized states in the absence of 242

conduction bands in disordered molecular systems. Tunneling occurs at all temperatures 243

relevant to biology, but the overall transition probability is also affected by the dynamics 244

of barrier crossing, as was established already in the Landau-Zener model of nonadiabatic 245

transitions [19,51]. The dynamics of transversing the region where Born-Oppenheimer 246

electronic terms cross must thus enter the description at some point. 247

Dynamics of the medium near the tunneling configuration compete with the tunnel- 248

ing time ≃ h̄/Ve (not to be confused with the time spent by the particle to tunnel through 249

the barrier [85]). The overall observable rate reflects the slowest, rate-determining step 250

in a complex kinetic scheme. It is expressed mathematically in terms of the dynamical 251

crossover parameter g in the pre-exponential factor of the rate constant (Eq. (8)). Even 252

though the rate of tunneling accelerates at shorter donor-acceptor distances, a slower pro- 253

cesses of friction-driven barrier crossing dominates in the rate. It is not that tunneling 254

does not exist anymore, but it is not reflected in the reaction rate constant which enters the 255

plateau region at shorter donor-acceptor separations. This is the domain of Kramers’ kinet- 256

ics [50–52] when the relaxation time determines the rate constant pre-exponential factor. 257

The range of donor-acceptor separations R < R∗ is where protein dynamics and flexibility 258

affect the rate. 259

The observation that rates of protein electron hopes are not given by universal pa- 260

rameters applicable to all proteins [25,26] and are, instead, affected by protein identities 261

resonates with a general idea, advocated recently [29], that dynamical aspects can affect 262

rates of enzymatic reactions [30–32]. The existing electron-transfer theories do not allow 263

such dynamical effects for either biological proton or electron transfer since protein dy- 264

namics do not enter standard formulations. The picture of dynamical effect on electron 265

transfer allows a departure from this tradition at least in the limited range of distances. 266

The range R < R∗ is affected by protein flexibility (Eq. (12)): flexible media must show 267

more propensity for electron transport affected by dynamics. Importantly, this observa- 268
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tion suggests a new design principle for biological energy chains: no reaction speedup 269

can be achieved by placing redox cofactors at distances closer than the crossover distance 270

R∗. This new principle demands a new understanding of conductivity through stacked 271

residues and cofactors in biomolecules. For instance, conducting bacterial nanowires [86] 272

are made of stacked pairs of cytochrome c proteins [16,87] with the edge-to-edge distances 273

of 3.4–4.1 within one pair and 5.4–6.1 Å between the pairs. These hopping distances fall 274

within the range R < R∗ and raise the issue of medium dynamics affecting conductivity. 275

In his groundbreaking paper [3] outlining the chemiosmotic theory of oxidative phos- 276

phorylation, Mitchell noted that “it represents the result of carrying to its logical conclu- 277

sion the present trend towards recognizing the equivalent status of supramolecular and 278

molecular features in channeling of chemical processes in living organisms”. Theories of 279

electron transfer developed in recent decades have placed their main focus on the “molec- 280

ular” aspects of the problem, when the supramolecular character of the protein-water and 281

protein-membrane-water media does not show up. Protein itself, in this view, only helps 282

to hold the cofactors in sufficiently rigid active sites, but otherwise produces little effect 283

on electron-transfer kinetics. The present focus brings the “supramolecular” component 284

of the problem back to light. Proteins allow catalytic lowering of the activation barrier 285

[88,89], but also affect the rate constant’s pre-exponential factor through protein dynamics 286

(τX and τR) and protein flexibility (⟨(δR)2⟩). 287

5. Conclusions 288

Electron can tunnel between cofactors of biological energy chains to up to ≃ 21 Å 289

on the millisecond time scale of enzymatic turnover. This tunneling range mostly de- 290

termines the design principles of biological charge-transfer chains made of redox-active 291

molecules to facilitate cross-membrane transport of electrons. Tunneling distance and re- 292

dox potentials (reaction Gibbs energy) of the cofactors are viewed as main physical pa- 293

rameters of this design [25,26]. The protein identity, flexibility, or dynamics are missing 294

from this picture assigning universal charge-transport properties to all proteins. Dynamic 295

models of electron transfer challenge this paradigm. Computer simulations of protein elec- 296

tron transfer show that the hopping rate must stay constant within the crossover distance 297

R < R∗ ≃ 11 − 12 Å. The standard exponential falloff of the rate is restored at R > R∗. 298

Energy chains for electron transport are best designed by placing the redox cofactors near 299

the crossover distance R∗. Protein flexibility and dynamics affect the magnitude of the 300

maximum hopping rate within the crossover radius. 301
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