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Abstract: Malware complexity is rapidly increasing, causing catastrophic impacts on computer sys-
tems. Memory dump malware is gaining increased attention due to its ability to expose plaintext
passwords or key encryption files. This paper presents an enhanced classification model based on
One class SVM (OCSVM) classifier that can identify any deviation from the normal memory dump
file patterns and detect it as malware. The proposed model integrates OCSVM and Principal Com-
ponent Analysis (PCA) for increased model sensitivity and efficiency. An up-to-date dataset known
as “MALMEMANALYSIS-2022” was utilized during the evaluation phase of this study. The accu-
racy achieved by the traditional one-class classification (TOCC) model was 55%, compared to 99.4%
in the one-class classification with PCA (OCC-PCA) model. Such results have confirmed the in-
creased performance achieved by the proposed model.

Keywords: novelty-class; one online-Class SVM (OCSVM); memory dump; malware; Principal
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1. Introduction

Computer systems have progressed and developed indivisibly to connect to our
lives, drawing in the enchanted by attackers. As a result, computer systems are utilized
frequently in business activities. Thus, many systems have been targeted unfriendly such
as hacking information and botnet exploitation [1] [2]. Much malicious software affects
computer systems as malware, making a system non-operational, harmful files or pro-
grams are added, a few crucial instruction sets are changed, or particular vital application
files are removed. In particular, malware programs disrupt regular user activity in com-
puter systems by conducting undesired or harmful actions [3]. Agreeing to the AV-Test
Institute, the number of malware attacks on operating systems has increased by 722.505
million since 2022, compared to 13.365 million in 2008 [4].

Many malware, such as ransomware, spyware, rootkits, worm, viruses, bots, botnets,
trojan horses, and other malware types, exist and target many parts of systems, especially
memory dump files. Memory dump handles to discover a fault within the working appli-
cations or programs. Memory dumps files regularly contain information on the final state
of programs and applications. Memory areas, program status, and other related points of
interest make up this information and be tempting for attackers to steal passwords and
encryption keys, causing a breach and threatening confidentiality, integrity, and authen-
ticity [5].

Manual detection methods are implemented, causing a low-accuracy rate and time-
consuming issues. Different learning systems, such as machine learning, derive appropri-
ate training data to send into the system to generate the most rapid and accurate
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evaluation possible [6]. In contrast, a few machine learning techniques focus on speed,
and others focus on precision and accuracy. Subsequently, selecting the measures that
compare to the objective and input sort has a massive effect on model results [7] [8]

This paper aims to increase the model sensitivity, improve its ability to be general-
izable, and improve its performance in detecting different types of memory dump mal-
ware, especially zero-day malware. Hence, the OCSVM classifier is utilized to identify any
deviation from the normal memory dump file patterns as malware. Besides, a technique
of dimensionality reduction, PCA, is combined with the OCSVM training phase in an at-
tempt to achieve the desired goals.

The main objective of this research is to train the OCSVM classifier in the best manner
to detect memory dump malware, especially zero-day malware. The “MalMemAnaly-
sis2022” dataset[7] is utilized in two models. The first model TOCC is to train an OCSVM
classifier and evaluate its performance. The second model OCC-PCA is to reduce the da-
taset dimensionality using the PCA technique before training the OCSVM classifier to im-
prove its performance. Several accuracy matrices have been used to evaluate the perfor-
mance of both models and determine whether the PCA has improved the model perfor-
mance or not. The proposed model results from the results of related studies for bench-
marking purposes.

The remaining part of this paper is structured as follows: section 2 provides a back-
ground of dump memory and its attacks, the concept of novelty detection, the OCSVM,
and PCA classifiers. Section 3 demonstrates the literature reviews, whereas section 4 com-
prehensively describes the methodology. Section 5 analysis and evaluates the results. Sec-
tion 6 is the conclusion.

2. Background
2.1. Memory dump and their attacks

A memory dump occurs when all of the information in RAM is written to a hard
drive. Memory dumps are widely used to collect diagnostic information during a crash to
aid in debugging and learning more about the event and help solve problems with oper-
ating systems and other programs. Many computer problems are unfixable because they
need a reboot, yet the code that caused the problem is still stored in RAM at the time of
failure. Due to the volatile nature of RAM, memory dumps save data that could otherwise
be lost or overwritten. Some customers are concerned about privacy because these dumps
might contain anything in the computer's dynamic RAM. These dumps may pose a secu-
rity concern since they are saved on the hard drive. Hackers may be able to extract
cleartext passwords or decryption keys from a memory dump that would be hard to ob-
tain otherwise [1].

Some malware encrypts the user's data and demands payment to access the key
needed to recover this information, knowns as ransomware. At the same time, Spyware
was Developed in response to attempts to prevent keylogging and subvert the compro-
mised machine to allow surveillance of a wide variety of system activity that could result
in the user's personal information being compromised significantly. A Trojan horse is a
program or application that is beneficial or appears to be helpful but contains secret code
that, when run, performs an undesirable or dangerous function. Trojan horse programs
act to do tasks that the attacker cannot work on directly. However, malware could be
harmful and causes damage.

2.2. Novelty-detection

The detection of unique or uncommon data within a dataset is known as novelty
detection. A machine learning system might be trained entirely on correct data to classify
this data appropriately in novelty detection. However, one-class classification achieves
novelty- detection, requiring distinguishing one class (the specified normal, positive class)
from all other alternatives. The positive type is commonly considered well-sampled,
whereas the opposite category is drastically under-sampled [9]. Outlier data and
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information are used in novelty identification and when looking for anomalies, outlier
detection and novelty detection are both employed [10].

2.3. OCSVM and PCA classifier

OCSVM classifier uses techniques for outlying data identification to create a bound-
ary separating the numeric values from the rest of the input space, and the domain of the
minor class is measured. Data points outside preset parameters are known as outliers [11].
One of the methods in this family is OCSVM, which applies SVM concepts to one-class
settings. Kernels that perform dots between points from the input data determine the dis-
tance in a high-dimensional space [12].

The PCA is a classifier that utilizes a statistical manner and reduces the dimensional-
ity of the dataset by creating uncorrelated parameters and selecting from a linear collec-
tion of the input features from the original dataset that maximize variance and produce
relevant features from the given entire dataset [13].

In this paper, the PCA classifier handles dataset features to minimize the feature
number that can be enhanced OCSVM classifier in the training and testing phase. PCA
relies on eliminating all features that are not necessary and concentrating effort on the
crucial features that produce more robust results, which helped us achieve the best results.

3. Literature Review

Many researchers have been attracted to employing different one-class classification
techniques due to their advantages. The main concern is detecting novel attacks efficiently
as soon as they occur. Consequently, most experimental attempts are combined with var-
ious enhancement techniques to improve the one-class classifier performance. This section
provides a comprehensive review of studies that adopted different class classification
techniques. It focuses on how each study employed the classifier, what attempts were
used to enhance the performance, the utilized datasets, and what results were achieved.

In [14], the authors presented lightweight NIDS using two simultaneous OCSVM-
based subsystems. One of the systems has been taught to handle regular packets, and the
other to handle attack packets. They employed the KDDCUP-99, NSL-KDD, and UNSW-
NB15 datasets in their models. A dimensionality reduction technique used by a binary
Pigeon Inspired Optimizer (Cosine PIO). Using a subset of features from each of the fea-
tures in the three datasets, this technique is based. The accuracy rate of the OCSVM in
their research was 97% for identifying benign records, which was regarded as less accu-
rate than our suggested models, which used a PCA classifier to extract fresh features from
every characteristic of the dataset and improved OCSVM to attain a 99.4% accuracy rate.

In [15], SIMCA and OCSVM models to identify impurities in cassava starch is pro-
posed. Both models used a one-class technique. The SIMCA model used PCA instead of
the OCSVM model, which used the OCSVM classifier. The data showed that the two mod-
els' accuracy rates, 78.8% and 86.9%, respectively, to forecast benign data better, our pro-
posed model, which aims to increase the OCSVM generality, utilizes PCA in an OCC-PCA
model presented.

According to [16], utilizing OC-SVM, WOC-SVM-DD, WOC-SVM(ND), and AWOC-
SVM classifiers to implement on eight datasets. The result shows the viability and effec-
tiveness of the WOC-SVM-DD classifier. The weight calculation procedure is improved
with WOC-SVM-DD, which addresses limited sample and high-dimension classification.
The experiment demonstrates the most outstanding performance of OCSVM, 99.3% AUC,
when used in the banknote authentication dataset. This model did not apply dimension-
ality reduction automatically on their datasets.

In [17], an HIDS model that combines the C5 and OC-SVM classifiers is developed
and evaluated The model is tested on the NSL-KDD and ADFA datasets. Three stages
were conducted to reach high accuracy results; in stage 2, OCSVM with an RBF kernel
was applied using LIBSVM to achieve a detection accuracy of 76.4% for the ADFA dataset
and 72.17% for the NSL-KDD dataset. This model did not apply dimensionality reduction
automatically on their datasets.


https://doi.org/10.20944/preprints202210.0426.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 27 October 2022 d0i:10.20944/preprints202210.0426.v1

Authors in [18] presented a semi-supervised novelty identification technique based
on OC-SVM for SMS spam detection. The researchers used a chi-squared feature selection
algorithm, and only normal data was trained and had a 98% accuracy rate.

The contributors of [19] introduced an unsupervised deep learning strategy for IDS.
NSL-KDD and UNSW-NB15 datasets were implemented, and the proposed
CAE+OCSVM classifier was combined with a 1D CAE approach to a joint optimization
framework. Convolutional autoencoder and CNN methods were implemented to accom-
plish significant feature illustrations on both datasets. This method boosts OCSVM's pre-
diction accuracy to 91.58% with the NSL-KDD dataset and 94.28% with the UNSW-NB15
dataset, which is still under our suggested model's performance.

Besides, in [20] an anomaly-based NIDS that utilizes unsupervised methods to detect
zero-day attacks was presented. Furthermore, unsupervised NIDS demonstrated their ca-
pacity to identify unidentified zero-day attacks provided that the malicious traffic di-
verges from legitimate traffic. The OCSVM produced the highest AUROC scores of 97%
on the CIC-IDS-2017 dataset and 94% on the CSE-CIC-IDS-2018 dataset. At the same time,
PCA achieved a good classification performance with the lowest recorded AUROC of 84%
on the CSE-CIC-IDS-2018 dataset. This model did not apply dimensionality reduction au-
tomatically on their datasets.

Moreover, in [21], a cutting-edge NIDS model that used the OCSVM technique has
been developed and tested. The suggested approach relies on identifying regular traffic.
97.61% accuracy rate was achieved in an experiment using a recent honey network. The
pre-processing and testing phase was not described in depth. However, according to the
experimental findings, OCSVM executes with 97.6% accuracy for predicted benign behav-
ior.

In [22], the collaborators proposed an unsupervised learning models memory aug-
mented autoencoder (MemAE), the results of the proposed model were compared with
OCSVM and AE models. Three models were trained on benign records and implemented
UNSW-NB15, NSL-KDD, and CICIDS 2017 datasets. The OCSVM model accuracy rate
values were 94% on NSL-KDD, 81% on UNSW-NB15, and 76% on CICIDS 2017 datasets.
MemAE was proposed as a solution to the over-generalization problem of autoencoders.
This model did not apply dimensionality reduction automatically on their datasets.

Furthermore, in [23], a unique method for exploiting PMU data to detect cyberattacks
on smart grids was suggested and built. It uses publicly accessible datasets on power sys-
tem hacks and is based on semi-supervised anomaly identification. According to the re-
sults of eight algorithms, four semi-supervised algorithms are more efficient and accurate
than the other four supervised algorithms. Deep autoencoder and PCA set as feature ex-
traction techniques on four semi-supervised algorithms to train. Four semi-supervised
techniques were set up with PCA and a deep autoencoder feature extraction approach.
The OCSVM Classifier had 84%, 85%, and 86% accuracy rates for all features, PCA, and
DAE, respectively. Table 1 shows a comparison of the proposed approach with other re-
lated works.

4. Methodology

This section describes the study's methodology and practice. Many phases were im-
plemented to accomplish the desired goals and objectives. The pre-processing stage was
applied to the dataset in five steps: partitioning the dataset, handling missing values, re-
moving duplicate entries, and encoding. The OCC-PCA model utilized the PCA classifier
on the dataset to minimize the number of features from 53 to 10 after the complete pre-
processing phase. However, 53 features from a dataset were retained by the TOCC
method. The OCSVM classifier was then implemented for two models using dataset train-
ing samples to train and learn. Two models will then be tested with the OCSVM classifier.
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Table 1. A comparison of the proposed approach with other related works.

References Dlmen51.ona11ty Dataset Classifier Accuracy
Techniques Rate

[14] Cosine PIO KDDCUP-99 OCSVM  97.00%
[15] PCA Cassava starch samples OCS5VM  86.90%
[16] Manual banknote authentication samples OCSVM  99.30%
[17] Manual ADFA OCSVM 76.40%
[18] chi-squared SMS Spam collection OCS5VM  98.00%
[19] AE, CNN UNSW-NB15 OCSVM  94.28%
[20] Manual CIC-IDS-2017 OCSVM  97.00%
[21] manual honey network OCS5VM  97.61%
[22] Manual NSL-KDD OCSVM  94.00%
[23] DAE, PCA power system samples OCSVM  86.00%

OCC-PCA PCA MalMemAnalysis-2022 OCSVM  99.40%

The MalMemAnalysis-2022 dataset was created in 2022 to imitate real-world settings
similar to malware seen in the real. Collecting malicious and benign dumps, a
MalMemAnalysis-2022 dataset consists of 58,596 records with 29,298 benign and 29,298
attack records, including 56 features and three main categories of memory dump malware
(Ransomware, Spyware, and Trojan Horse)[7]. Many reasons for implementing this recent
dataset are considered since it is a balanced binary classification dataset with a few miss-
ing values. Besides, we are among the earlier researchers to use this dataset. This method-
ology employs the Python programming language, and the OCSVM classifier is utilized
in each approach to determine the experimental environment. After the testing step, the
method offers information on the performance matrices used to assess the findings. Figure
1 depicts the methodology of the two proposed approaches.

4.1. Dataset pre-processing phase

The dataset goes through various processes in this phase to remove noise and then
adapt it to the chosen machine learning methods, as mentioned in figure 1.

4.1.1. Dropping duplicate values

All duplicate rows with missing values were dropped. This stage eliminates dupli-
cate features in the dataset for two approaches by removing the redundant feature col-
umn. The first column feature, knowns as "category" with the type "object,” was dropped.
Another two columns named "handles. nport" and "svcscan.interactive_process_services"
were dropped since they have zeros numbers; the dataset, after removing three columns,
has 53 features; the last column, formerly known as a "class" with the type "object" has
been renamed to "label.”

4.1.2. Handle missing values

The dataset's missing values and duplicated rows are dealt with in two approaches
at this level. Although, depending on their implications, adjusting missing values by elim-
inating entire rows or replacing them with appropriate values as median [24].

4.1.3. Encoding dataset

To be acceptable for the two approaches, 0 and 1 numbers define all benign Attacks.

4.1.4. Values Normalization

The dataset's independent values are not fairly distributed; all values are set closely
together to normalize with the classifier for the best accuracy and measurement perfor-
mance.
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Figure 1. The methodology of the proposed approaches.

4.1.5. Dataset Partitioned

After completing all the previous steps in the pre-processing phase, all Duplicate
rows, duplicate features, and missing values are dealt with by eliminating, dropping, or
replacing. The dataset after that was divided into 28796 records for memory dump mal-
ware and 29231 for benign records. The comparison of the total number of dataset records
before and after pre-processing phase for benign and malware depict in table 1. To
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prepare the OCSVM classifier to be trained and tested, malware records are divided into
30%, with 8770 records utilized for the testing phase, while the remaining 70%, with 20026
records, remain inactive. Benign records were split into 70%, with 20461 records for train-
ing the classifier, and 30%, with 8770 records, for the testing phase. Table 2 depicts the
number of records in the training and testing phase.

Table 2. depicts the number of records in the training and testing phase.

Type of records Training phase Testing phase
benign 20461 8770
attack NULL 8770

4.2. Training Phase

After completing dataset pre-processing, the OCSVM classifier was set to depend on
benign records for each model to train the classifier. Twenty-nine thousand two hundred
thirty-one benign records of the dataset were split into two halves; 70% of benign records
will be utilized for the training classifier on both models, while 30% will be utilized for
the testing phase, as mentioned in figure 1. On another side, in a 64-bit Windows 11 pro
computer with 12 GB RAM and 1.80 GHz CPU, the ML models were implemented using
Python 3.8, and SPYDER 4.2.5 provide libraries, Panda, Scikit-learn, and Numpy.

4.2.1. The OCC-PCA approach

Implementing automated dimensional reduction by utilizing a PCA classifier to se-

lect ten features (n=10) out of 53 feature selections from the dataset where “n” is the num-
ber of feature extractions; then, the OCSVM classifier trained on 20461 benign records.

4.2.2. The TOCC approach

This approach was trained using the identical 20461 benign records without utiliz-
ing any dimensional reduction techniques and dealt with 53 features from the dataset after
pre-processing phase to train the OCSVM classifier.

4.3. Testing Phase

Testing the OCSVM classifier for both novelty-class techniques follows the comple-
tion of OCSVM classifier training for two approaches. The OCC-PCA and TOCC models
use 8770 benign and 8770 malware records, totaling 30% Benign and 30% of malware rec-
ords, respectively. A total of 17540 data were employed. The result demonstrates the pre-
diction error for the final model and the suggested model's generalizability, as mentioned
in figure 1.

5. Analysis and Evaluate the Results

In the evaluation phase, Confusion matrix variables consist of four variables, detect-
ing benign records correctly as true negative (TN), correctly detecting attack records as
true positive (TP), incorrectly recognizing benign records as false positive (FP), and incor-
rectly recognizing attack records as false negative (FN) [25]. It was developed by compar-
ing actual label values to predicted label values in the testing phase and measuring per-
formance for both models. Recall value is a way to measure how many predicted positives
were true positives. The following equation (1) represents the recall value [26].

The precision value can measure the actual positive results among all projected pos-
itive results. The following equation (2) represents the precision value.

Precision = 2)
TP+FP

Precision and recall can both be measured using the F1 measure. The following equa-
tion (3) represents the F1-measure.
F1 =2 (PrecessionXRecall)

®)

Precession + Recall
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The percentage of accurately predicted events from all predicted events, whether
positive or negative, is measured by accuracy value. The following equation (4) represents

the accuracy value.
TP+TN

TP+FN+FP+TN (4)

The findings of the evaluation phase reveal that the TOCC approach achieved 880
true positive samples and 8963 true negative samples, while false positives had seven
samples and false negatives had 7890 samples. Therefore, a high number of false positives
in the TOCC approach demonstrates its low accuracy rate since this model considers a
high number of features to train and test the OCSVM; it alludes to the sensitivity of
OCSVM dealing with the number of features. At the same time, the OCC-PCA approach
achieved 8725 true positive samples and 8715 true negative samples, while false positive
55 samples and false negative 45 samples. With this model, the OCSVM could accurately
predict both normal and abnormal behavior, and tiny numbers suggest that this approach
may reduce incorrect predictions made by the PCA algorithm. Depending on features
used in the classifier during training and testing, these results are considered enhancing
for the OCSVM classifier detection. Figure 2 depicts the confusion matrix of TOCC and
the OCC-PCA models.

Accuracy rate (AR) =

£
- 8763 7 £) 8715 55
Tz —_
E e
|
=
1 7890 880 |
45 8725
0 1 0 1
Predicted Label Predicted Label

Figure 2. (a) Description TOCC confusion matrix; (b) Description OCC-PCA confusion matrix.

The performance matrices of the evaluation phase reveal that the OCC-PCA model
achieved 99%, 99%, 99%, and 99.4% in precision, recall, F 1, and accuracy, respectively. In
this model, the results illustrate that concentrating on significant recurrent features thus
enhances the algorithm's performance and predictability to identify the proper behavior
from the immoral behavior. Besides accurately, the algorithm's sensitivity in identifying
and detecting normal behaviors can be enhanced and developed using the PCA algo-
rithm. On another side, the TOCC model achieved 76%, 55%, 44%, and 55% precision,
recall, F 1, and accuracy, respectively. It appears that these properties contain information
that is not necessarily useful in the training and testing of the algorithm. As a result, the
TOCC model demonstrates that the OCSVM algorithm interacts negatively when the
number of properties is significant. In contrast to the OCC-PCA model, which uses the
PCA algorithm to remove unnecessary properties, the OCSVM algorithm appears to affect
the results in anticipating normal behaviors When making improving those predictions
and concentrating on the necessary traits. Table 3 depicts the comparison between OCC-
PCA and TOCC models.
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Table 3. OCC-PCA and TOCC models result in comparison.\

Model Precision Recall F1 Score Accuracy
TOCC 76% 55% 44% 55%
OCC-PCA 99% 99% 99% 99.4%

Both [15] and [23]'s models employed the PCA classifier, although their findings
were less conclusive than in this study. In [15], which provided the SIMCA and OCSVM
models. Both models employed one-class approaches. The OCSVM model did this instead
of the SIMCA model by employing PCA. The number of feature extractions or selections
made available for PCA to be employed in the training phase is one component of the
research cited that is not addressed. It is not mentioned if the PCA was carried out pre-
cisely either. The two models' accuracy rates were below average at 78.8% and 86.9%, re-
spectively. Our suggested method, however, aims to expand OCSVM generality while
simultaneously boosting performance using the OCSVM classifier. Whereas In [23]. Four
semi-supervised techniques were illustrated using PCA and deep autoencoder feature ex-
traction techniques. One flaw in this model is that PCA was set to extract 30 features, while
DAE and PCA were reflected on the OCSVM Classifier, which had accuracy ratings of
84%, 85%, and 86% for each PCA, DAE, and all features separately. Respectively. Table 4
compares the OCC-PCA model and other models that utilize dimensionality reduction
techniques and the PCA classifier.

Table 4. depicts the comparison between the OCC-PCA model and other models that utilize PCA.

References D1mens1.onal1ty Dataset Classifier Accuracy
Techniques Rate
[15] PCA Cassava starch samples OCSVM 86.90%
[23] DAE, PCA power system samples OCSVM 86.00%
OCC-PCA PCA MalMemAnalysis-2022 OCSVM 99.40%

Besides, by lowering the dimensionality of the data, the PCA classifier can be used to
improve the OCSVM classifier and attain high accuracy rates. Additionally, the PCA can
boost the precision of a classification model when the dimensions are large and the corre-
lation between the variables is strong. As a result, the OCC-PCA approach and the nature
of the OCSVM classifier in dealing with a low number of feature selections can be consid-
ered enhancements for detecting any attack. That can be seen as a mainly unknown attack
or, in other names, a zero-day attack. The Accuracy rate of the OCC-PCA approach was
achieved at 99.4%, and all performance matrices such as recall, precision, and F1 were
achieved at 99%. Thus, PCA relies on eliminating all features that are not necessary and
concentrating effort on the crucial features that produce more robust results, which helped
us achieve the best results. At the same time, the TOCC approach performed poorly, with
an accuracy rate of 55%, and caused exceedingly low sensitivity to recognize normal be-
havior during the test phase. In the future, after detecting normal flow, we suggest step-
ping over to the next layer by determining what kind of each attack is by utilizing multi-
class classification. Figure 3 depicts performance evaluations of The OCSVM classifier re-
sults for both models.
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Figure 3. performance evaluations of The OCSVM classifier results for both models.

6. Conclusion

This paper presented an effective enhancement of one-class classification (OCSVM)
by enforcing it with a dimensionality reduction technique known as Principal Component
Analysis (PCA). This unified solution focuses on accurately detecting memory dump mal-
ware, even novel ones. The OCSVM classifier detects any deviation from the normal
memory dump file patterns. Thus, it can detect any zero-day attack. The PCA is used to
improve the performance of the OCSVM classifier in an attempt to achieve improved ef-
ficiency. An intensive evaluation methodology was implemented based on a recently pub-
lished dataset known as “MalMemAnalysis2022” to compare the performance of the
OCSVM classifier with and without the dimensionality reduction technique, PCA. The
OCC-PCA model achieves a 99.4% accuracy rate and 99% for F1, recall, and precision
scores, compared to the limited low performance of the TOCC model. Hence, an OCSVM
classifier with dimensional reduction of the PCA classifier is recommended to identify
benign behaviors.
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