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Abstract: Globally, seagrass meadows provide critical ecosystem services. However, seagrasses are 
globally degraded at an accelerated rate. The lack of information on seagrass spatial distribution 
and seagrass health status seriously hinders seagrass conservation and management. Therefore, this 
study proposes to combine remote sensing big data with a new hybrid machine learning model (RF-
SWOA) to predict potential seagrass habitats. The multivariate remote sensing data is used to train 
the machine learning model, which can improve the prediction accuracy of the model. This study 
shows that a hybrid machine learning model (RF-SWOA) can predict potential seagrass habitats 
more accurately and effectively than traditional models. At the same time, it has been shown that 
the most important factors influencing the potential habitat of seagrass in the Hainan region were 
the distance from land (38.2%) and the depth of the ocean (25.9%). This paper provides a more ac-
curate machine learning model approach for predicting the distribution of marine species, which 
can help develop seagrass conservation strategies to restore healthy seagrass ecosystems. 

Keywords: seagrass; remote sensing; machine learning; species distribution model (SDM); hybrid 
model; habitat suitability; niches; meta-heuristic optimization 
 

1. Introduction 
Seagrass is one of the extremely important marine resources [1,2]. Globally, seagrass 

habitats are rapidly degrading, and the loss of seagrass habitats will lead to multiple risks 
such as increased global climate change, shoreline destruction, and declining biodiversity 
[3-6]. Accurate knowledge of seagrass habitat and understanding of what factors limit or 
even threaten seagrass growth has become an urgent issue [4,7]. Unfortunately, many 
seagrass habitats around the world do not have clear spatial information [8,9], which se-
riously hinders marine environmental management and seagrass conservation. Tradi-
tional experimental methods for mapping seagrass distribution require large-scale field 
surveys, but such methods are costly and inefficient. In recent years, due to the develop-
ment of remote sensing technology, more and more data and methods have been applied 
to marine predictive modeling, such as satellite data, unmanned aerial vehicles (UAV), 
acoustic surveys, and Geographic Information Systems (GIS) [10-13]. 

Species distribution models (SDM) are used to predict the regional distribution maps 
of the study species [14,15] and to assess the degree of habitat suitability of study species 
[16-18]. As SDM has been intensively studied, more and more studies have chosen to use 
machine learning for SDM modeling and have produced excellent results [19,20]. Downie, 
et al. [21] used the GAM and MaxEnt models to predict seagrass distribution, and the re-
sults showed that machine learning could accurately predict seagrass distribution. How-
ever, Bittner, Roesler and Barnes [14] found differences in the relative importance of en-
vironmental factors in different models in predicting seagrass distribution and therefore 
concluded that a more practical machine learning model should be selected for prediction. 
Among the SDM modeling methods, random forest models are widely used [20,22,23]. 
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Because the random forest is a very representative tree modeling algorithm that is applied 
in species distribution modeling due to its high accuracy [24-36]. 

In recent years, with the development of machine learning, hybrid machine learning 
models have been widely used [37,38]. Meta-heuristic algorithms have been found to im-
prove the classification accuracy of models significantly [39,40]. In addition, population-
based hybrid optimization algorithms can improve the search capability of global varia-
bles, moving from many individuals previously to collaborative group-sharing solutions, 
thus dramatically increasing the speed and power of the algorithm. The excellent perfor-
mance and optimal solutions of metaheuristic algorithms solve the puzzles of multidisci-
plinary research, ranging from engineering and social sciences to ecology. This led to the 
widespread use of metaheuristics in many studies [41-51] (e.g., the whale optimization 
algorithm (WOA) [52-54]. 

Some applications have demonstrated the usability of hybrid machine learning mod-
els in providing insight into various knowledge domains. Still, few have explored the use 
of hybrid machine learning models to predict species suitability distributions. Therefore, 
this paper uses remote sensing big data with a hybrid machine learning model (RF-
SWOA) to map seagrass habitat suitability areas. Furthermore, an attempt is made to ap-
ply hybrid machine learning to SDM and evaluate the performance of its model. Thus, the 
objectives of this study are: (1) to develop a hybrid machine learning model for predicting 
potential seagrass habitat; (2) to explore the effects of environmental variables on seagrass 
habitat; and (3) to evaluate the predictive advantages and limitations of the hybrid ma-
chine learning model. 

2. Materials and Methods 

2.1. Seagrass occurrence data 
Hainan Province, located in the southernmost part of China, is the largest province 

in China in terms of land area (land plus sea). The climate of Hainan Island belongs to the 
monsoon tropical climate, which is between the two temperature zones of the tropics and 
subtropics. The weather is hot and humid with a long summer without a winter. The an-
nual average temperature is 24 °C. Heat is abundant. Hainan Island is rich in plant and 
animal resources, of which seagrass is one of the main aquatic seed plant resources. 

Hainan Island accounts for 64% of China's total seagrass area [55]. Therefore, this 
study conducted a field survey to determine the distribution of seagrass on Hainan Island 
from March to August 2021 (Figure 1). The presence of seagrass was marked with latitude 
and longitude, and samples were collected to identify seagrass species according to the 
method advocated by international seagrass researchers [56]. The literature and other rel-
evant data were also combined to form the known distribution of seagrass beds on Hainan 
Island. We identified the boundaries of the seagrass beds by walking around the perime-
ter of the seagrass beds and recording the specific distribution of the seagrass beds when 
the study site was exposed at low tide. 
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Figure 1. Study area and seagrass field distribution location sites. 

2.2. Environmental data 
To study potential seagrass habitats, 15 environmental variables were obtained for 

modeling (Table 1). Temperature, salinity, velocity, nitrate, phosphate, silicate, phyto-
plankton, calcite, pH, and attenuation was obtained by Bio-ORACLE 2.2 version 
(https://www.bio-oracle.org/index.php, accessed on February 5, 2022). Ocean slope data 
from GMED 2.0 version (https://gmed.auckland.ac.nz/index.html, accessed on February 
6, 2022). Ocean chlorophyll-a concentration data from Google Earth Engine (https://earth-
engine.google.com/, accessed on February 5, 2022). Photosynthetically active radiation 
data from the MODIS aqua sensor (https://oceancolor.gsfc.nasa.gov/data/aqua/, accessed 
on February 6, 2022). Distance to nearest-shore data from NASA's Ocean Biology Pro-
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cessing Group (https://oceancolor.gsfc.nasa.gov/docs/distfromcoast/, accessed on Febru-
ary 6, 2022). Bathymetric dataset from GEBCO global network (https://www.gebco.net/, 
accessed on February 6, 2022). Table 2 shows the minimum (MIN), maximum (MAX), 
mean (MEAN) and standard deviation (STD) of the 15 different environmental data. Data 
from different environmental variables showed different trend changes and were able to 
determine the range of environments under the most suitable growth conditions for 
seagrass (Figure A1). All environmental variables were interpolated to 1 km spatial reso-
lution using kriging interpolation in the ArcGIS 10.8 version of Geostatistical analysis. The 
strong covariance between environmental variables was fully considered, so the spdep R 
package [57] was used to calculate the spatial autocorrelation matrix. 

Table 1. Environmental variables were used in this study. 

Table 2. Statistical analysis results for different environmental variables. 

Notation MIN MAX MEAN STD 
silicate 5.87 13.12 8.13 1.96 

attenuation 0.04 0.27 0.15 0.06 
calcite 0.00 0.04 0.01 0.01 

chlorophyll 0.12 0.56 0.25 0.10 
depth -100.09 -1.11 -30.82 18.70 
land 0.02 0.28 0.14 0.05 

nitrate 0.02 1.93 0.52 0.51 
par 36.04 42.37 39.21 1.54 
pH 8.18 8.19 8.19 0.00 

phosphate 0.00 0.10 0.05 0.03 
phytoplankton 0.92 2.97 1.53 0.45 

salinity 32.94 33.31 33.18 0.08 
slope 0.02 0.19 0.09 0.04 

temperature 24.97 27.13 26.20 0.67 
current 0.12 0.55 0.24 0.09 

2.3. Machine learning models and evaluation 

Notation Description Units 
silicate Ocean silicate concentration mol.m-3 

attenuation Diffuse attenuation m-1 
calcite Constituent minerals in the ocean mol.m-3 

chlorophyll Ocean chlorophyll-a concentration mol.m-3 
depth Ocean depth F 
land Distance from land F 

nitrate Ocean nitrate concentration mol.m-3 

par Photosynthetically active radiation E.m-2.day-1 

pH Hydrogen ion concentration 1 

phosphate Ocean phosphate concentration mol.m-3 

phytoplankton Phytoplankton in the ocean umol.m-3 
salinity Ocean salinity PSS 
slope Ocean slope F 

temperature Ocean surface temperature ºC 
current Currents velocity m-1 
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2.3.1. Random forest model 
The Random Forest (RF) algorithm is an extension of Bagging [58,59], in which the 

base learners are fixed as decision trees and the forest is made up of multiple trees (Figure 
2). RF also uses sample perturbations added with put-back sampling when training the 
base learners, and it also introduces an attribute perturbation. Compared to bagging inte-
gration of decision trees, RF has poor starting performance, but as the number of base 
learners increases, RF tends to converge to a lower generalization error. Also, unlike bag-
ging, in which the decision tree selects the optimal division attributes from all attribute 
sets, RF selects the division attributes in only a subset of the attribute set and thus is more 
efficient to train. 

 
Figure 2. Random forest model structure. 

2.3.2. Hybrid model 
The Whale Optimization Algorithm (WOA) was introduced by Mirjalili in 2016 [53]. 

Inspired by the way whales hunt, the predation behavior is organized into three mathe-
matical models: prey encirclement, bubble net attack and prey search [53,60]. The whale 
encircles the prey while locating the best search position with increasing number of itera-
tions, while updating in real time. The mathematical expression of this behavior is 

𝐷𝐷 = |𝐶𝐶 ∗ 𝑋𝑋𝐿𝐿(𝑡𝑡) − 𝑋𝑋(𝑡𝑡)|,
𝑋𝑋(𝑡𝑡 + 1) = 𝑋𝑋𝐿𝐿(𝑡𝑡) − 𝐴𝐴 ∗ 𝐷𝐷, (1) 

where 𝐴𝐴 and 𝐶𝐶 are the coefficient vectors, 𝑡𝑡 indicates the current iteration, 𝑋𝑋𝐿𝐿  is 
the position vector of the best solution obtained so far, 𝑋𝑋 is the position vector, | | is the 
absolute value, and * is an element-wise multiplication. Calculate 𝐴𝐴 and 𝐶𝐶 as follows: 

𝐴𝐴 = 2𝑎𝑎 ∗ 𝑟𝑟 − 𝑎𝑎
𝐶𝐶 = 2 ∗ 𝑟𝑟

(2) 
A new position must be defined between the initial search position and the optimal 

search position to adjust the parameters. In this case, it is described as follows: 
𝑋𝑋(𝑡𝑡 + 1) = D ∗ 𝑒𝑒𝑏𝑏𝑏𝑏 ⋅ cos(2𝜋𝜋𝜋𝜋) + 𝑋𝑋𝐿𝐿(𝑡𝑡), (3) 
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where: 𝑏𝑏 is a constant coefficient and 𝑙𝑙 is a random vector between [0, 1]. The whale 
contraction or spiral model approach is selected based on a 50% probability. Based on the 
mathematical model, the whale's prey is simulated in a spiral circle, as follows: 

𝑋𝑋(𝑡𝑡 + 1) = �
𝑋𝑋𝐿𝐿(𝑡𝑡) − 𝐴𝐴 ∗ 𝐷𝐷     if  𝑝𝑝 < 0.5
𝐷𝐷 ∗ 𝑒𝑒𝑏𝑏𝑏𝑏 ∗ cos (2𝜋𝜋𝜋𝜋) + 𝑋𝑋𝐿𝐿(𝑡𝑡)     if  𝑝𝑝 ⩾ 0.5

(4) 

Contraction envelope and spiral position updates are performed simultaneously, 
with contraction according to 𝑝𝑝 and spiral wandering according to 1 − 𝑝𝑝, where 𝑝𝑝 ∈
[0,1]. 

As the whale searches for prey, it moves toward the local optimal location point while 
expanding the global optimal point search, and this phase can be described as 

𝐷𝐷 =∣ 𝐶𝐶 ∗  𝑋𝑋rand -𝑋𝑋(𝑡𝑡) ∣,
𝑋𝑋(𝑡𝑡 + 1) = 𝑋𝑋rand − 𝐴𝐴 ∗ 𝐷𝐷, (5) 

where 𝑋𝑋rand is a vector of random locations. A more detailed explanation of the WOA 
algorithm can be found in Mirjalili and Lewis [53]. 

The WOA is modified by adding a chaotic map to optimize global search capabilities. 
SWOA is mathematically described as follows: 

𝑝𝑝𝑘𝑘+1 = 𝑎𝑎𝑝𝑝𝑘𝑘2 sin(𝜋𝜋𝑝𝑝𝑘𝑘) , 𝑝𝑝0 ∈ [0,1], 0 < 𝑎𝑎 ⩽ 4, (6) 
where 𝑘𝑘 is the number of iterations and 𝑎𝑎 is the description parameter within 0 <

𝑎𝑎 ⩽ 4. For more information on the SWOA algorithm, see [54]. 
The model randomly selects 80% of the seagrass occurrence data for training and the 

remaining 20% for testing. The RF and RF-SWOA models were developed in Python 3.8 
[61]. 
2.3.3. Model evaluation 

A comprehensive evaluation of the model was conducted using six evaluation met-
rics. They are AUC, Omission rate, correct classification rate, Sensitivity, Specificity, 
Kappa. 

                              𝐴𝐴𝐴𝐴𝐴𝐴 =
1 +  True positive 

 True positive +  False negative −
 False positive 

 False positive + True negative 
True number * False number

(7) 

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =
False negative

False negative + True negative
(8) 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =
True number
Total sample

(9) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

(𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)
(10) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
𝑇𝑇𝑇𝑇

(𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)
(11) 

𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 =

 True positive 
 Total sample −

𝑎𝑎1 × 𝑏𝑏1 + 𝑎𝑎2 × 𝑏𝑏2 + ⋯+ 𝑎𝑎𝑎𝑎 × 𝑏𝑏𝑏𝑏
Total sample ∗ Total sample

1 − 𝑎𝑎1 × 𝑏𝑏1 + 𝑎𝑎2 × 𝑏𝑏2 + ⋯+ 𝑎𝑎𝑎𝑎 × 𝑏𝑏𝑏𝑏
Total sample ∗ Total sample

(12) 

3. Results 

3.1. Correlation analysis between environments 
A high spatial autocorrelation between variables will seriously affect the prediction 

results of the species distribution model [62-64], therefore environmental variables with 
high correlation coefficients (r > 0.7) were excluded. The results of the study clearly show 
the spatial autocorrelation between all environmental variables (Figure 3). Therefore, the 
phosphate, phytoplankton, par, and attenuation environmental variables are removed, 
and the rest of the environmental variables are brought into model training. 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 15 September 2022                   doi:10.20944/preprints202209.0221.v1

https://doi.org/10.20944/preprints202209.0221.v1


 7 of 18 
 

 

 
Figure 3. Correlation analysis matrix for different environmental variables. 

3.2. Importance of environment features 
The results of the importance of environmental characteristics showed that the most 

important environmental characteristics to predict the potential habitat of seagrass were 
the distance to land (38.2%) and the depth of the ocean (25.9%). The rest of the environ-
mental variables showed small contribution values (<6%) to the prediction of the potential 
habitat of seagrass (Figure 4). 
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Figure 4. Importance analysis of 11 environmental features. 

3.3. Potential seagrass habitat 
Both models (RF and RF-SWOA) mapped potential seagrass habitat areas (Figure 5). 

It is clear that the RF model severely overestimates the potential habitat of seagrass and 
makes a more optimistic prediction, but this is not consistent with actual observations. In 
contrast, the potential seagrass habitat area given by the RF-SWOA model is closer to the 
actual observation site. From Figure 5, it can be found that the further the potential 
seagrass habitat is from land, the less likely it is to exist. This is reflected in both models. 

 
Figure 5. Potential habitat areas (Predicted by a. RF model and b. RF-SWOA model). 

3.4. Model performance evaluation 
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RF-SWOA and RF models are compared in Figure 6. The results show that RF-SWOA 
has a higher AUC, correct classification rate, Kappa, and lower omission rate than the RF 
model. RF-SWOA produced a more accurate and stable prediction of seagrass habitat than 
RF alone. Figure 7 shows the results of sensitivity and specificity tests. As a result, the 
sensitivity and specificity of the proposed model (RF-SWOA) are better than those of the 
RF model. Hybrid machine learning algorithms with higher sensitivity and specificity in 
prediction can reduce errors in the potential distribution of seagrass, making the results 
more reliable. 

 
Figure 6. RF and RF-SWOA model performance evaluation. 
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Figure 7. Sensitivity and specificity tests of RF and RF-SWOA models. The upper part of the panel 
shows the statistical test results of frequentist analysis, and the lower part of the panel shows the 
statistical test results of Bayesian analysis. The results follow the gold standard of statistical report-
ing [65]. 

4. Discussion 

4.1. SWOA hybrid model evaluation 
Intelligent optimization algorithms are widely used in various engineering practices 

[66-68], and also simple operation is one of the advantages of the WOA algorithm. It has  
excellent optimization capabilities and few parameters, which can dramatically increase 
the accuracy of the solution and convergence speed in the process of optimizing machine 
learning functions [69,70]. Although WOA has obvious advantages compared with other 
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intelligent algorithms, it has similar problems to other intelligent algorithms, such as be-
ing easy to get trapped in a local optimum and thus unable to jump out of the loop, and 
other problems. The SWOA algorithm proposed in this paper can update its position ac-
cording to the adaptive parameter strategy while updating the optimal individual to 
achieve the ability to optimize the global search. This study further verified the perfor-
mance of the SWOA algorithm through simulation experiments. Four standard test func-
tions (Table 3) are used to assess the performance of the SWOA algorithm. In this test, the 
F1 and F2 functions are used to determine whether the SWOA algorithm can find the op-
timal value quickly and efficiently. To test whether the algorithm is capable of jumping 
out of its local optimal value, the F3 and F4 test functions are used. Each simulation test is 
to solve the performance of the 1000-dimensional test function. By testing the performance 
of SWOA and WOA algorithms through simulation, it is seen that the SWOA algorithm 
has better global convergence and robustness (Figure 8). Based on this finding, the opti-
mized model is capable of improving marine species distribution predictions (e.g., 
seagrasses). 

Table 3. Four simulation test functions. 

Simulation function 
 expression 

Function  
name 

Search  
space 

Global  
optimum 

Characteris-
tic 

F1 = 1 + � 
n

i=1

xi2

4000
−�  

n

i=1

cos �
xi
√i

−��b2 − 4ac Griewank   [-600,600] 0 
Unimodal 
function 

F2 = � 
n

i=1

|xi| 
Schwefel 

2.20 
[-100,100] 0 

Unimodal 
function 

F3 = −20exp �−0.2�
1
𝑛𝑛
�  
n

i=1

xi2� − exp �
1
𝑛𝑛
�  
n

i=1

cos (2𝜋𝜋xi)� + 20 + exp (1) Ackley [-32,32] 0 
Bimodal 
function 

F4 = 10n + � 
n

i=1

(xi2 − 10 cos(2𝜋𝜋xi)) Rastrigin [-5.12,5.12] 0 
Bimodal 
function 
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Figure 8. RF and RF-SWOA model performance evaluation. 

4.2. Environmental drivers of seagrass habitat 
Seagrass potential habitats are subject to the combined effects of multiple environ-

mental variables. In this study, environmental variables that can affect seagrass growth 
were combined to model potential seagrass habitats. Our results show that the most crit-
ical environmental factors affecting seagrass habitat are the distance from land, ocean 
depth, and current velocity. This reflects the particular importance of physical environ-
mental variables for seagrass habitats. However, this does not mean that chemical and 
biological types of environmental variables do not affect seagrass survival. In contrast to 
previous studies, the modeling of seagrass distribution was found to be influenced by 
different environmental drivers in different regions. A global model showed that the tem-
perature of the sea surface and the distance to the land were the most important environ-
mental variables to predict the distribution of seagrass [71]. On a regional scale, surface 
nitrate concentration and availability of benthic light became the most important environ-
mental variables for predicting seagrass distribution in a model of seagrass species distri-
bution in the US Gulf of Mexico, while in another sea area, distance to sandy shore and 
depth were the most important environmental drivers [14,72]. In summary, at the global 
level, the ocean temperature is particularly important for global seagrass growth, while at 
the small-scale distance to land, it becomes the most important factor. Therefore, we pro-
pose to establish a seagrass habitat simulation in the study area to identify which envi-
ronmental factors will lead to seagrass growth limitation in order to better target seagrass 
conservation and restoration [73]. Although the model proposed in this study made rela-
tively accurate predictions of potential seagrass habitats in the study area, the lack of high-
resolution environmental data layers resulted in the inability to discern local spatial het-
erogeneity, which greatly limited the generalizability of the model. Meanwhile, there is 
still room for improvement in the classification accuracy of the model, and the model 
should be further optimized in subsequent studies, for example, by trying to use deep 
learning models to predict the potential seagrass habitats. In future studies, we will inves-
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tigate how environmental variables affect seagrass distribution, for example, by introduc-
ing SDM models into interpretable machine learning models to investigate the response 
within environmental variables and the effect of multiple environmental variables in com-
bination on seagrass distribution. 

5. Conclusions 
This study proposed a new hybrid machine learning model (RF-SWOA) to predict 

potential seagrass habitats accurately. We integrated multivariate remote sensing big data 
to develop a new model to map the extent of the potential seagrass habitat of Hainan 
Island. The results of this study indicated that the RF-SWOA model could effectively be 
applied to model seagrass distribution. The most important environmental factors affect-
ing seagrass distribution were the distance from land, ocean depth, and current velocity. 
Therefore, the potential habitat map developed based on the RF-SWOA model can con-
tribute to the adequate protection and restoration of seagrasses and provide scientific 
guidance for the planning of seagrass areas. In addition, despite the high predictive po-
tential of the new method, the global interpretability and interaction analysis of the model 
are limited. So, future studies should use larger spatial scales and more seagrass samples 
to better understand the suitable distribution areas of seagrasses and the severe threats 
they face. 
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Figure A1. Covariance matrix of 15 environmental variables. 
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