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Abstract—The advent of the era of big data will bring more convenience to people and greater development to society. But at the 
same time, it will also bring people the problem of ’information overload’, i.e., when people are faced with huge information data, there 
are many redundant and worthless data. The redundant and worthless data information seriously interferes with the accurate selection 
of information data. Even though people can use Internet search engines to access information data, they cannot meet the individual 
needs of specific u sers i n s pecific co ntexts. Th e pe rsonalized ne eds of  a pa rticular us er in  a pa rticular co ntext. Th erefore, ho w to  find 
useful and valuable information quickly has become one of the key issues in the development of big data. With the advent of the era of 
big data, recommendation systems, as an important technology to alleviate information overload, have been widely used in the field of 
e-commerce. Recommender systems suffer from a key problem: data sparsity. The sparsity of user history rating data causes insufficient 
training of collaborative filtering recommendation models, which leads to a  significant decrease in  the accuracy of  recommendations. In 
fact, traditional recommendation systems tend to focus on scoring information and ignore the contextual context in which users interact. 
There are various contextual modal information in people’s real life, which also plays an important role in the recommendation process. 
In this paper we achieve data degradation and feature extraction, solving the problem of sparse data in the recommendation process. An 
interaction context-aware sub-model is constructed based on a tensor decomposition model with interaction context information to model 
the specific i nfluence of  in teraction co ntext in  th e re commendation pr ocess. Th en an  at tribute co ntext-aware su b-model is  constructed 
based on the matrix decomposition model and using attribute context information to model the influence o f u ser a ttribute c ontexts and 
item attribute contexts on recommendations. In the process of building the model, the method not only utilizes the explicit feedback 
rating information of users in the original dataset, but also utilizes the interaction context and attribute context information of the implicit 
feedback and the unlabeled rating data. We evaluate our model by extensive experiments. The results illustrate the effectiveness of our 
recommender model.

Index Terms—Recommender; Multimodal; Context-aware

✦

1 INTRODUCTION

In recent years with the rapid development of information
technologies such as big data, cloud computing, and the
size of data contained in the Internet has exploded. The
scale of data is growing explosively. The advent of the era of
big data will bring more convenience to people and greater
development to society. But at the same time, it will also
bring people the problem of ’information overload’, i.e.,
when people are faced with huge information data, there
are many redundant and worthless data. The redundant
and worthless data information seriously interferes with
the accurate selection of information data. Even though
people can use Internet search engines to access information
data, they cannot meet the individual needs of specific
users in specific contexts. The personalized needs of a
particular user in a particular context. Therefore, how to
find useful and valuable information quickly has become
one of the key issues in the development of big data.
With the advent of the era of big data, recommendation
systems, as an important technology to alleviate information
overload, have been widely used in the field of e-
commerce [1]. In order to provide better personalized
recommendation services, accurate prediction of users’
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ratings of products is the key problem that recommendation
systems need to solve. The current research directions in the
field of recommendation systems are mainly divided into
three types: content-based recommendation, collaborative
filtering based recommendation [2, 3, 4] and hybrid
recommendation [5, 6]. However, the traditional matrix
decomposition algorithm [7]. It is difficult to adapt to
the current complex environment. In recent years, deep
learning techniques have developed rapidly and made great
breakthroughs in areas such as images, and more and
more scholars have applied deep learning techniques to
recommender systems [8].

Recommender systems suffer from a key problem:
data sparsity. The sparsity of user history rating data
causes insufficient training of collaborative filtering
recommendation models, which leads to a significant
decrease in the accuracy of recommendations. In fact,
traditional recommendation systems tend to focus on
scoring information and ignore the contextual context in
which users interact. There are various contextual modal
information in people’s real life, which also plays an
important role in the recommendation process [9]. By
incorporating these contextual modal information into
the recommendation system, the effect of data sparsity
can be appropriately mitigated to meet the needs of
more personalized users. In the recommendation method
based on deep learning and combined with textual
information, the key is to obtain the context of textual
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information. In terms of extracting contextual features, Kim 
et al. [10] proposed a context-aware convolutional matrix 
decomposition model, which integrates convolutional 
neural networks into a probabilistic matrix decomposition 
model to improve the accuracy of prediction scores, 
but there is a large lack in context-awareness. liu et 
al. [11] proposed a CA-RNN model based on recurrent 
neural networks (RNN), which introduces a context-
aware input matrix and a context-aware transfer matrix 
and is able to perceive context better, but is not 
effective in linking bidirectional contextual information. 
Devlin et al. [12] proposed the BERT model, which 
can fuse bidirectional contextual information and further 
fuse semantic information in sentences to better extract 
feature representations containing contextual information; 
in terms of learning contextual features, Hochreiter et 
al. [13] proposed the LSTM , which can only obtain 
antecedent information related to the antecedent word 
and cannot obtain contextual related information. Zheng 
et al. [14] proposed the BiLSTM based on the LSTM, 
which was designed to obtain the relationship between 
the current word and the context by designing LSTMs 
in 2 directions before and after, respectively. Most of the 
available recommendation algorithms use explicit rating 
information to make recommendations [15], but most of the 
users on the platforms only generate implicit interaction 
information such as user browsing and clicking, which 
makes the traditional recommendation algorithms based on 
rating prediction unable to meet the needs of the relevant 
platforms. In recent years, recommendation algorithms 
based on users’ implicit historical feedback information 
have received extensive academic attention, and research 
has found that implicit feedback can be an alternative 
to explicit feedback in an interactive environment, which 
provides the possibility of using the implicit feedback 
matrix as input for movie recommendation in this 
paper. Currently, most of the mainstream recommendation 
models incorporating implicit feedback are based on the 
Bayesian personalized ranking framework [16]. With the 
widespread use of deep learning, Wu et al. [17] proposed 
cooperative noise-reducing autoencoders (denoisingauto-
encoders), which used autoencoder technology combined 
with implicit feedback to obtain better recommendation 
results [18].

In response to the fact that traditional methods 
of representing contextual information often ignore the 
specific i mpact o f c ontextual i nformation, b y fusing 
contextual features, we achieve data degradation and 
feature extraction, solving the problem of sparse data 
in the recommendation process. An interaction context-
aware sub-model is constructed based on a tensor 
decomposition model with interaction context information 
to model the specific i nfluence of  in teraction context 
in the recommendation process. Then an attribute 
context-aware sub-model is constructed based on the 
matrix decomposition model and using attribute context 
information to model the influence of user attribute contexts 
and item attribute contexts on recommendations. In the 
process of building the model, the method not only 
utilizes the explicit feedback rating information of users 
in the original dataset, but also utilizes the interaction
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Fig. 1: Example of user-item rating matrix.

context and attribute context information of the implicit
feedback and the unlabeled rating data. We evaluate our
model by extensive experiments. The results illustrate the
effectiveness of our recommender model.

2 RELATED WORK

2.1 Recommender System
The purpose of a recommendation system is to tap
into the user’s preferences and interests to provide
personalized recommendations [19, 20]. Collaborative
filtering recommendation is a recommendation method that
uses historical interaction behavior information to mine
the views of other users with similar preferences to meet
users’ personalized needs [21, 22, 23]. The main advantages
of collaborative filtering recommendation methods are the
ability to handle comlicated item content, and the ability to
discover more new user preferences, etc [24].

A classical collaborative filtering recommendation
method was proposed by Resnick et al. [25] first
constructed a social recommendation sub-model based
on matrix decomposition, then constructed a social
recommendation sub-model based on neighbors, and
then fused the two sub-models into a collaborative
filtering-based social recommendation master model. He
et al. [26] proposed a new effective model learning
algorithm and constructed an online recommendation
model based on matrix decomposition technique using
implicit feedback information. Yang et al. [27] proposed a
social collaborative filtering recommendation model based
on matrix decomposition technique using traditional user
rating data of items and social credibility networks among
similar users. As group-oriented recommendations become
more and more popular in social networks, Ortega et al. [28]
proposed a collaborative filtering recommendation model
for group users using matrix decomposition techniques. The
main drawback of collaborative filtering recommendation
methods is that they are susceptible to the sparsity of
users’ historical rating data, which leads to inaccurate
recommendations.

2.2 Data Sparsity Problem
In the recommender system, as the data for the
recommendation becomes more, the rating matrix of the
users and items becomes very sparse as an explicit feedback
data. Therefore, the current data sparsity largely limits the
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accuracy of collaborative filtering a lgorithms, a nd some 
scholars are currently studying recommendation methods 
that can alleviate the data sparsity problem.

Zhang et al. [29] proposed to construct two types 
of matrix decomposition sub-models in the collaborative 
filtering a lgorithm o f r ecommendation s ystem a nd apply 
semi-supervised The two sub-models are mutually 
optimized using a semi-supervised co-training algorithm to 
alleviate the data sparsity problem. Qu et al. [30] in view 
of the data sparsity problem, proposed a semi-supervised 
collaborative training algorithm to optimize the three 
different views of text, image, and audio of the movie. Choi 
et al. [31] concluded that traditional collaborative filtering 
only treats the items with common user ratings equally 
when calculating user similarity, and is susceptible to data 
sparsity. Based on the principle of semi-supervised learning 
approach, the unrated elements are inferred and estimated 
using neighboring ratings. Jeong et al. [32] proposed an 
iterative collaborative filtering r ecommendation algorithm 
with semi-explicit ratings. The effect of data sparsity 
is mitigated. Wei et al. [33] reformulated the cold-start 
item representation learning from an information-theoretic 
standpoint to maximize the mutual dependencies between 
item content and collaborative signals.

2.3 Context-aware Recommender System

Context-aware recommender system(CARS) was first 
conceptualized by Adomavicius t al. [1]. A context-
aware recommendation model based on multidimensional 
tensor decomposition is proposed by Karatzoglou et 
al. [34]. Rendle et al. [21] proposed a fast context-aware 
recommendation model based on factor decomposition 
technique, which expresses different contextual The model 
expresses different contextual information as corresponding 
contextual feature vectors, and fuses them directly with 
the user and item feature vectors at the same time to 
perform predictive scoring. Zhang et al [29] proposed 
a matrix decomposition-based attribute context-aware 
recommendation model that combines different types 
of model, in which different types of attribute context 
information are expressed as different attribute context bias 
variables in the matrix decomposition to thus performing 
predictive scoring. All the above recommendation models 
only consider the common impact of different contexts on 
users and items, but ignore the specific i mpact o f contexts 
on users and items respectively, i.e., the action-specific 
impact of contexts on users and the action-specific impact 
of contexts on items.

3 METHODOLOGY

In our recommender system, we use sets U = 
{u1, u2, . . . , un} and V = {v1, v2, . . . , vm} to represent 
users and items respectively. The latent vectors of user ui 
and item vj are ui ∈ Rd and vj ∈ Rd. The rating of item j by 
user i is denoted as ri,j . Represents the value of multiple 
interaction contexts with C1, C2, . . . , Cn. Define c  a s the 
variable of context values C and use (c1,k, c2,k, . . . , cn,k) to 
denote the feature vector of the current interaction context 
k, where each context variable c can be represented by a

dc dimensional potential vector h. Thus the corresponding
potential matrix for interaction context k can be expressed
as:

Hk = [h1,k, h2,k, . . . , hn,k] ∈ Rdc×n, (1)

In perceptual interaction contexts, different interaction
contexts have similar or common contextual influences.
We use the context operation tensor to represent this
common contextual influence and the context potential
vector to represent context-specific properties, thus defining
the context operation matrix as the product of the
corresponding context potential vector and the context
operation tensor, which is used to represent the operational
influence of the context on the user and the item, as follows:

MU,k = atkT
[1:d]
U , (2)

MV,k = atkT
[1:d]
V , (3)

The user’s contextual operation matrix and the project’s
contextual operation matrix, constructed separately, can
enables to perceive the context-specific contextual operation
effects of interaction contexts on users and items,
respectively. Where MU,k and MV,k denote the d × d
dimensional contextual operation matrices of users and
items in contextual situation k, respectively. T [1:d]

U and T
[1:d]
V

denote the d × d × d dimensional context operation tensor,
[1 : d] denotes the tensor contains d pieces, and t denotes the
transpose of the matrix. ak denotes the contextual potential
vector.

ak = HkW, (4)

where Hk denotes the d-dimensional contextual potential
matrix under contextual situation k, and W is an n-
dimensional vector that represents denotes the weight of
each context.

After perceiving the interaction context, the constructed
contextual operation matrix represents the operational
impact on the entity properties of the user and the item in
the context. Thus the model can use the context operation
matrix to manipulate the potential vectors dealing with
users and items as follows:

ui,k = MU,kui, (5)

vj,k = MV,kvj , (6)

where ui and vj are the original potential vectors of users
and items.

ui,k = (HkW )tT
[1:d]
U ui, (7)

vj,k = (HkW )tT
[1:d]
V vj , (8)

where ui,k and vj,k denote the d-dimensional potential
vectors of users and items, respectively, after being affected
by the contextual context k operation.

After the potential vectors of users and items are
affected by the contextual operation matrix operations, the
prediction function of the model can be expressed as:

r̂i,j = w0,+wi + wj +
n∑

m=1

wm,k + ut
i.kvj,k, (9)

where the prediction score r̂ consists of six components:
the global average bias w0, the bias wi of user i , the
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Fig. 2: Model structure diagram.

TABLE 1: Statistical information of datasets.

dataset Movielens 100k Movielens 1M
users 943 6040
items 1682 3706
rates 100000 1000209

bias wj of item j , the bias wm,k of contextual values, and
the d-dimensional potential vectors ui.k and vj,k of users
and items after being affected by the contextual context k
operations.

Based on these, the interaction context-aware score
prediction model h1(i, j) is constructed as follows:

h1(i, j) = r̂i,j = w0 + wi + wj +
n∑

m=1

wm,k

+[(HkW )tT
[1:d]
U ui]

t(HkW )tT
[1:d]
V vj ,

(10)

To further optimize the model parameters, the following
objective function of the model is defined:

minJ1 =
∑

ri,j∈ω

(ri,j − r̂i,j)
2 +

2

λ
(||U ||2 + ||V ||2

+||H||2 + ||T ||2 + ||W ||2),
(11)

where ω denotes the training set, λ denotes the
regularization factor, and all parameters can be optimized
by the following corresponding SGD formula.

θ = θ − ∂J1(θ)

∂θ
, (12)

where θ represents each parameters.

4 EXPERIMENTS

4.1 Dataset

To verify the validity of the model in this paper, Movielens
100k and Movielens 1M movie rating datasets were used to
test and validate the performance of the proposed model
and other models used for comparison. After reading the
data, the scoring matrix is populated with the scoring data,
with the user users as rows and items as columns, forming
Movielens 100k and Movielens 1M matrices.

TABLE 2: Model MAE loss on two datasets.

Movielens 100k Movielens 1M
SVD 0.0748 0.0713
PMF 0.0752 0.0747
Ours 0.0472 0.0469

TABLE 3: Model MSE loss on two datasets.

Movielens 100k Movielens 1M
SVD 0.0493 0.0364
PMF 0.0465 0.0357
Ours 0.0402 0.0282

4.2 Metrics
The mean square error (MSE) and mean absolute error
(MAE) are used to evaluate the predictive performance of
the model, as:

MSE =
1

n

n∑
ui=1

(ru,i − r̂u,i)
2, (13)

MAE =
1

n

n∑
ui=1

|ru,i − r̂u,i|, (14)

where n is the total number of predicted movies, ru,i
denotes predicted rating of user u on movie i, and r̂u,i
denotes real rating of user u on movie i.

4.3 Result analysis
Because SVD [23] and PMF [35] are traditional algorithms
that implement recommendations according to the matrix
decomposition principle as well as the limitation of
experimental conditions, these algorithms are selected for
experimental comparison with the model in this paper, and
MAE is used as the evaluation index. The MAE losses of
different models on different data sets are shown in Table 2.

As can be seen from Table 2, the results of the model
in this paper are significantly better than the compared
traditional algorithms on 2 different data sets. In this paper’s
model, the process of training the model improves the
efficiency of matrix decomposition and the prediction of
the model, which results in lower loss values. However, the
MAE values of individual models do not differ significantly
on the Movielens 1M dataset and the Movielens 100k
dataset. The reason may be that the MAE evaluation metric
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is more robust to outliers in the dataset, and the gradient 
of updates is always the same when training the model 
using a fixed l earning r ate, w hich i s n ot c onducive t o the 
convergence of MAE values and the learning of the model.

As can be seen from Table 3, the loss values of the model 
in this paper are significantly lower than those of the other 
comparison models when the experiments are performed 
on the Movielens 1M dataset. And when the experiments 
are conducted on Movielens 100k, the loss values obtained 
are lower than the loss values of other comparison models. 
Analyzing the reasons, it can be seen that this paper’s 
model uses deep learning for recommendation, which can 
better capture the deep semantic information, and therefore 
achieves better results compared with other models. Also 
observe Table 3, it is found that the loss of this paper’s 
model on Movielens 100k increases compared to that on 
Movielens 1M, and there is a big difference. Analyzing the 
reason, it is clear that Movielens 100k has less data volume 
compared to Movielens 1M, so it may be more difficult to 
learn the influence of semantic information on user interest 
migration, which leads to higher loss values of the same 
model on different data sets.

5 CONCLUSION

Recommender systems suffer from a key problem: 
data sparsity. The sparsity of user history rating data 
causes insufficient t raining o f c ollaborative filtering 
recommendation models, which leads to a significant 
decrease in the accuracy of recommendations. In fact, 
traditional recommendation systems tend to focus on 
scoring information and ignore the contextual context 
in which users interact. There are various contextual 
modal information in people’s real life, which also plays 
an important role in the recommendation process. By 
incorporating these contextual modal information into the 
recommendation system, the effect of data sparsity can 
be appropriately mitigated to meet the needs of more 
personalized users. In the recommendation method based 
on deep learning and combined with textual information, 
the key is to obtain the context of textual information. In 
terms of extracting contextual features, Kim et al. proposed 
a context-aware convolutional matrix decomposition model, 
which integrates convolutional neural networks into a 
probabilistic matrix decomposition model to improve 
the accuracy of prediction scores, but there is a large 
lack in context-awareness. liu et al. proposed a CA-
RNN model based on recurrent neural networks (RNN), 
which introduces a context-aware input matrix and a 
context-aware transfer matrix and is able to perceive 
context better, but is not effective in linking bidirectional 
contextual information. Devlin et al. proposed the BERT 
model, which can fuse bidirectional contextual information 
and further fuse semantic information in sentences to 
better extract feature representations containing contextual 
information; in terms of learning contextual features, 
Hochreiter et al. proposed the LSTM , which can only 
obtain antecedent information related to the antecedent 
word and cannot obtain contextual related information. 
Zheng et al. proposed the BiLSTM based on the LSTM, 
which was designed to obtain the relationship between

the current word and the context by designing LSTMs
in 2 directions before and after, respectively. Most of the
available recommendation algorithms use explicit rating
information to make recommendations, but most of the
users on the platforms only generate implicit interaction
information such as user browsing and clicking, which
makes the traditional recommendation algorithms based on
rating prediction unable to meet the needs of the relevant
platforms. In recent years, recommendation algorithms
based on users’ implicit historical feedback information
have received extensive academic attention, and research
has found that implicit feedback can be an alternative
to explicit feedback in an interactive environment, which
provides the possibility of using the implicit feedback
matrix as input for movie recommendation in this paper.
Currently, most of the mainstream recommendation models
incorporating implicit feedback are based on the Bayesian
personalized ranking framework. With the widespread use
of deep learning, Wu et al. proposed cooperative noise-
reducing autoencoders (denoisingauto-encoders), which
used autoencoder technology combined with implicit
feedback to obtain better recommendation results.

In response to the fact that traditional methods
of representing contextual information often ignore the
specific impact of contextual information, by fusing
contextual features, we achieve data degradation and
feature extraction, solving the problem of sparse data
in the recommendation process. An interaction context-
aware sub-model is constructed based on a tensor
decomposition model with interaction context information
to model the specific influence of interaction context
in the recommendation process. Then an attribute
context-aware sub-model is constructed based on the
matrix decomposition model and using attribute context
information to model the influence of user attribute contexts
and item attribute contexts on recommendations. In the
process of building the model, the method not only utilizes
the explicit feedback rating information of users in the
original dataset, but also utilizes the interaction context
and attribute context information of the implicit feedback
and the unlabeled rating data. We evaluate our model by
extensive experiments. The loss values of the model in
this paper are significantly lower than those of the other
comparison models when the experiments are performed
on the two datasets. The results illustrate the effectiveness
of our recommender model.
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