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Automated Diagnosis of Cardiovascular Disease

Christopher Sun, Jai Sharma, Milind Maiti

ABSTRACT

The pervasiveness of cardiovascular disease and physician misdiagnosis creates the urgent need for
artificial intelligence models to improve diagnosis accuracy. The first objective of this study was to
train machine learning models on publicly available data sets containing simple medical information
of patients to diagnose cardiovascular disease. The Multilayer Perceptron (MLP) assembled for this
task performed optimally with an F score of 0.8968. This prompted the creation of an open-source,
automated cardiovascular disease diagnosis tool, powered by the MLP. The second objective of
this study was to employ a meta-learning methodology called Local Interpretable Model-Agnostic
Explanations (LIME) to understand the impact of different features on the model’s diagnosis in the
form of marginal probabilities. K-Means Clustering was employed to segment the data into ten
clusters, after which each data example was passed through LIME. The resulting histograms depict
the complex relationship between feature, cluster, and impact on diagnosis. A series of P-values
with contrasting orders of magnitude shows the nuances in the MLP’s understanding of patients
from different clusters. The results of meta-learning analysis reveal that the most important features
for cardiovascular disease diagnosis are fasting blood sugar, type of chest pain, and slope of the
ST segment on an electrocardiogram. Future experiments should replicate the novel methodology
introduced in this study on data sets containing more specialized medical features in order to gain
practical medical insights about different types of cardiovascular disease represented by each cluster.
Finally, feature engineering pathways should be explored with consideration of these results to create
versatile diagnosis models not only for cardiovascular disease, but adaptable to other diseases as well.
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1 Introduction

1.1 Research Context

Cardiovascular disease causes one out of every four deaths in America . The World Health Organization reports
that 18 million people in the world die from cardiovascular disease complications annually, granting the disease the
disreputable title of the leading cause of death . Even highly developed nations with the best medical professionals
using the best diagnosis and treatment technologies are susceptible to this issue that is evolving into a worldwide health
crisis.

For example, although urban cities have the modern medical facilities to conduct procedures required to diagnose
cardiovascular disease, misdiagnosis still causes more than 11,000 deaths each year . Worse, in rural areas, because
of the lack of rural medicine practitioners, patients at risk for the disease cannot receive diagnoses that are accurate and
early in the prognosis of the disease . The cardiovascular disease diagnosis process involves multitude of procedures
for those suspecting they have contracted the disease. An accurate diagnosis requires around ten clinical procedures,
forcing potential patients to make several visits to hospitals . In worst cases, the diagnosis process can delay vital
treatment for affected patients, generating greater complications that could have been prevented earlier. In addition,
diagnoses from doctors are subject to the risks of subconscious biases .
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Most research regarding artificial-intelligence-assisted cardiovascular disease diagnosis involves the use of a single
data set from the UCI Machine Learning Repository called the Cleveland Database, containing 303 patients and 75
features, though only 14 features have been used in the majority of research. [[7]. There are a multitude of ongoing
studies training various machine learning models on this data set, achieving accuracies ranging from 85% to 90% [9]]
[10]. Other research has focused on using software to synthesize patient data based on trends in real patient data. Due
to the limited amounts of data that is available for cardiovascular disease diagnosis, data synthesis is a development that
may result in more accurate models in the near future; however, it is too early to determine how effective this technique
is at generalizing to real-world problems.

1.2 Objective

The objectives of this research are twofold. The first objective is to train machine learning and deep learning models to
accurately diagnose cardiovascular disease, using the highest-performing model to create a final open-source product
available for use by all. The second objective is to understand the process of learning of the highest-performing model
to discover each feature’s degree of importance in the diagnosis. Results from this analysis may motivate feature
engineering pathways to create more versatile diagnosis models not limited to only cardiovascular disease, but including
other diseases as well.

2 Materials and Methods

2.1 Data Used For Experimentation

The data set used for this research is a cumulative data set synthesized from patient records from four hospitals around
the world available on the UCI Machine Learning Repository [7]. The data set contains 918 patient records and 11
features: age, gender, resting systolic blood pressure, cholesterol, presence of elevated fasting blood sugar, maximum
heart rate, presence of exercise-induced angina, type of chest pain, resting electrocardiographic results, ST depression
induced by exercise (oldpeak), and ST segment slope. The target variable is a binary classification of the presence or
absence of cardiovascular disease.

2.2 Data Preprocessing

Prior to experimentation, categorical features (i.e. type of chest pain and resting electrocardiographic results) were
one-hot encoded as binary subfeatures. A patient’s type of chest pain was separated into four binary features: typical
angina, atypical angina, nonanginal pain, and asymptomatic. Resting electrocardiographic results were separated into
three features binary: normal results, ST-T wave abnormality, and left ventricular hypertrophy. After one-hot encoding,
the data set contained eighteen features.

The data set also contained invalid cholesterol measurements recorded as 0 mg/dL. These instances were interpolated
using K-Nearest Neighbors (KNN) interpolation. The K-value used to train the interpolation algorithm was determined
by training a KNN Classifier on the remaining data examples that contained valid cholesterol measurements. The
K-value that resulted in the highest prediction accuracy was 30, so this was used accordingly for interpolation.

Furthermore, one resting systolic blood pressure measurement in the data set was recorded as 0 mmHg. This invalid
measurement was imputed with the median resting systolic blood pressure, 130 mmHg.

After necessary imputations and interpolations, the data set was divided into train and validation sets with a 75-25%
split.

2.3 Exploratory Data Analysis

Tests for statistical inference were conducted to gauge the validity of the data set and provide insights regarding whether
specific manifestations of features are more or less conducive to the presence of cardiovascular disease. First, the data
set was split into two subsets by patient diagnosis. These subsets were then treated as separate, independent populations
for the purpose of the statistical tests.

For numerical features, two-sample t-tests were conducted for the difference in means. For binary features, two-
proportion z-tests were conducted for the difference in proportions. The null hypothesis was the absence of a statistical
difference in the mean or proportion of the features between patients with and without cardiovascular disease. For
categorical features, chi-squared tests for homogeneity were conducted to find the association between categories and
the presence of cardiovascular disease. The null hypothesis was that the populations represented by the two data sets
constituted the same distribution.
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2.4 Predictive Modeling
2.4.1 Metrics

Three metrics were used to assess the performance of the predictive models: binary accuracy, the F score with a
value of 1, and the AOC-ROC Curve.

Let m be the number of patients in the data set. Let x be the number of patients who are correctly classified by the
Machine Learning model. Then, the binary accuracy is then defined as (100 . %) %.

Let tp denote the true positives, the number of times that a patient with cardiovascular disease is correctly classified.
Let fp denote the false positives, the number of times the model incorrectly classifies a healthy patient as having
cardiovascular disease. Let tn denote the true negatives, the number of times that a patient without cardiovascular
disease is correctly classified. Let fn denote the false negatives, the number of times the model incorrectly classifies a
cardiovascular disease patient as healthy. Then, the F; score is defined as the harmonic mean of precision and recall,
where precision equals ;—f) and recall equals f—’; :

2
1 41 -
precision + recall

=

The receiver operating characteristic (ROC) curve is a metric often used in clinical application that gauges the
relationship between the rate of true positives and the rate of false positive at different discrimination thresholds. The
area under the ROC curve (AUC) is a number between 0 and 1, with a higher AUC implying more optimal performance
and a more convex ROC curve.

2.4.2 Machine Learning Models

Four machine learning models were trained to classify the presence of cardiovascular disease, namely the Logistic
Regression, Random Forest, Extreme Gradient Boosting, and Support Vector Machine classiﬁersﬂ The Random Forest
and Extreme Gradient Boosting classifiers contained 100 trees. The Support Vector Machine used the radial basis
function kernel.

2.4.3 Deep Learning Model

The deep learning model constructed for this task was a Multilayer Perceptron (MLP) consisting of 4 dense layers with
64 hidden units each and an output layer with one node. Batch Normalization and Dropout regularization with a dropout
rate of 0.4 were used to regularize the model. Additionally, Xavier’s initialization was used to mitigate the problems of
vanishing and exploding gradients [11]]. The model was trained using Adam optimization and early stopping until the
validation set accuracy plateaued, with a mini-batch size of 64 examples and a learning rate of 0.005. [8]].

Input MLP Output
11 features 64 64 64 64 .
(18 colpmn) Frobability

4 Hidden Layers

Figure 1: The Multilayer Perceptron received an input shape of 18 and outputted the patient diagnosis. The model
contained 14,857 parameters.

The research methodologies described henceforth will concern the deep learning model, our final predictive model.

2.5 Local Interpretable Model-Agnostic Explanations

After assembling our final predictive model to accurately diagnose cardiovascular disease, it was important for us to
understand the individual predictions of the artificial neural network in an effort to demystify how the model learned.
To do so, we leveraged model-agnostic explanations using the LIME framework developed by Ribeiro et al. to gauge
the relative important of each feature for the model to arrive at a diagnosis [[12]]. As the task at hand is a classification
problem, LIME deciphers these marginal probabilities through sparse linear explanations and the submodular pick

!"The machine learning model achieving the highest F score acted as a standard of comparison for the MLP.
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algorithm [12]. After feeding each data example through the LIME explainer, the result is a catalog of marginal
probabilities, negative and positive, that each feature contributes to the model’s diagnosis for that example.

2.5.1 K-Means Clustering

Patients would not be comparable with respect to feature impact on diagnosis unless they were grouped into larger,
more representative categories. Hence, we used model-agnostic explanations in conjunction with K-Means Clustering,
as we hypothesized that the cardiovascular disease patients in the data set could be grouped into distinct clusters, where
patients within in each cluster are more so homogeneous than patients belonging to different clustersE| Medically, these
clusters could represent the presence of more nuanced cardiovascular conditions, or different types of cardiovascular
disease (e.g. rheumatic heart disease, congestive heart failure, etc.). In turn, this allowed us to compare the results of
the LIME explainer across patients of different clusters.

The optimal number of clusters was ten, as determined by the elbow method [4]. For each patient in each cluster, we
computed the marginal probability provided by each feature to the diagnosis of the patient. We did not differentiate
between different manifestations of features (e.g. presence vs. absence of exercise-induced angina), as we applied the
absolute value to the resulting series of probabilities to understand the magnitude of the impact of different features
on the diagnosis. This allowed us to convert bimodal distributions to near-normal distributions that could be better
analyzed.

For each feature, we created 2-D and 3-D histograms that compare the distribution of the feature impact on diagnoses
of patients between all ten clusters. This created a total of 36 histograms containing ten distributions each.

Furthermore, for each cluster, we created histograms that compare the distribution of feature impact on diagnoses of
patients in that cluster across all features. This created a total of ten histograms containing 18 distributions each.

3 Results and Interpretation

3.1 Exploratory Data Analysis

Comparative analysis between the two subgroups of healthy and unhealthy patients showed that the manifestations of
each feature between groups was statistically significant.

Patients with cardiovascular disease possessed a higher mean age, higher mean resting blood pressure, higher mean
cholesterol, lower mean maximum heart rate, and higher mean oldpeak depression than their healthy counterparts.
These differences in means were all statistically significant at the = 0.01 significance level.

The proportion of patients with cardiovascular disease that were male, had elevated fasting blood sugar levels, and
suffered from exercise-induced angina was higher than that of patients without cardiovascular disease. These proportions
were all statistically significant at the o = 0.01 level.

Finally, the chi-squared tests showed that the deviation between observed and expected values of patients with different
types of chest pain, electrocardiographic results, and ST segment slope, against a null hypothesis of homogeneity
between healthy and unhealthy patients, was statistically significant at the o = 0.01 level.

2Only patients with cardiovascular disease were clustered.
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Table 1: Statistical Difference of Feature Manifestation Between Healthy and Unhealthy Patients

Feature P-value
Age 2.9259¢-18
RestingBP 1.4038e-4
Cholesterol 2.7921e-3
MaxHR 6.0683e-37
Oldpeak 8.0281e-41
ChestPain 8.0837e-58
ECG 4.2292¢-3
ST_Slope 5.1676e-78
Sex 1.075%¢-20
FastingBS 2.7815e-16

ExerciseAngina  5.2677e-51

3.2 Predictive Models

Table 2: Model Metrics

Binary Accuracy F'1 Score AUC
Logistic Regression 0.8565 0.8696 0.9199
Random Forest 0.8522 0.8640 0.9176
Extreme Gradient Boosting | 0.8696 0.8790 0.9092
Support Vector Machine 0.8652 0.8755 0.9132
Multilayer Perceptron 0.8870 0.8968 0.9161

The machine learning model achieving the highest F'; score was the Extreme Gradient Boosting Classifier. The Extreme
Gradient Boosting Classifier outperformed the Support Vector Machine by 0.44 percentage points and 0.45 F} score.
However, the Extreme Gradient Boosting Classifier possessed the lowest AUC, while the Logistic Regression Classifier
surprisingly outperformed other machine learning models to score the highest AUC.

The Multilayer Perceptron outperformed all machine learning models in binary accuracy and F} score, but fell short
in terms of the AUC metric. This means that though the MLP achieved the highest diagnosis accuracy, there was as
steeper trade-off between the model’s sensitivity and specificity. Despite this, the MLP was the considered the final
model because of an optimal F} score, and as a result, was used to create the open-source diagnosis tool. The confusion
matrix of the MLP is shown below.

Table 3: Confusion Matrix (Validation Set)

Actual: Disease | Actual: No Disease
Predicted: Disease TP =113 FP=18 131
Predicted: No Disease | FN =8 TN =91 99

121 109 230

3.2.1 Cardiovascular Disease Diagnosis Tool

We have built an jopen-source cardiovascular disease diagnosis tool powered by the MLP, that has practical applications
in households and in rural clinics where only simple feature information can be obtained [[14]]. We believe this resource
can be a source of confirmation for physician diagnoses as well as an informative medical guide in the absence of
physicians.
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3.3 Clustering and Local Interpretable Model-Agnostic Explanations
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(a) Differential impact of each feature across all clusters. (b) Differential impact on each cluster across all features.

Figure 2: (a) shows how each cluster reacts differently to the same features. (b) ranks features in order of impact, for
each cluster.

Figure 2a reveals that the distributions of feature impact take on different shapes and spreads across clusters, implying
that the MLP did not look at patients from different clusters through the same lens even when patients were represented
by similar feature information. For some plots (e.g. FastingBS, ChestPainType, and ST_Slope), the magnitude of
feature impact is very clearly nonzero, implying these features are universally important for cardiovascular disease
diagnosis. Furthermore, the second histogram in the first row of Figure 2a shows that the sex of a patient had no impact
on the MLP’s perception of that patient’s cardiovascular condition. This was the same for patients in all clusters. Hence,
the MLP was able to eliminate gender bias from its diagnoses.

Figure ZIﬂ reveals that across all clusters, the most and least impactful features tended to remain the same. Namely,
fasting blood sugar and chest pain type were the most important for the diagnosis, while resting electrocardiographic
results were the least important, an interesting phenomenon due to the fact that ECG signals have been shown to possess
high correlations with cardiovascular abnormalities [3].

3.3.1 Continuous Features

For continuous features, initial histograms (before applying absolute value) showed that there seemed to be three
distinct outcomes of feature impact: positive marginal probability with a large magnitude, negative marginal probability
with a large magnitude, and near-zero marginal probability. The practical interpretation of this result is that depending
on the manifestation of the continuous feature, the model either considers the feature as crucial biomarker for the
diagnosis, or overlooks the feature. To combat this issue of non-normal distributions, we conducted random sampling
to obtain the sampling distribution of continuous features’ impact scores. The sample size n was 4, and even though
this sample size is statistically unsusceptible by the Central Limit Theorem, it was the best choice for our particular
application, due to smaller cluster sizes. The process of sampling is illustrated below.

3Figure 2b does not plot the impact of sex on the diagnosis, for the reasons discussed in the former paragraph.
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Algorithm 1 Continuous Features Procedure of Analysis

procedure SAMPLING DISTRIBUTION
7 {}
n<+4
m < 100

fori € {0,1,...,m} do
K < shuffled distribution
T T|| =
end for

o iz
04 05N
end procedure

The resulting means and standard deviations were used to conduct the significance tests that resulted in the p-values
shown in the [Appendix] The figures above also depict the resulting sampling distributions of continuous features, not
the original probabilities obtained through LIME.

4 Conclusions

Through a comprehensive machine learning study, we have demonstrated a feature extraction methodology to diagnosis
heart disease in patients using simple medical data. The LIME and K-Means Clustering approaches can be applied to
other larger data sets to detect nuanced relationships between different types of cardiovascular disease. We conducted
two rounds of analysis to gauge feature impact: an initial data-driven exploratory analysis and a final model-agnostic
interpretation to understand the wiring of automated diagnosis models.

The data set we selected for this study lacks the complexity of features for the resulting centroids to have any discrete
medical implications, since physicians cannot differentiate between clusters using only simple feature information.
Therefore, future research can focus on creating more detailed data sets involving measurements such as troponin and
MRI results, so that the K-Means Clustering methodology can be validated and used to make an in-depth diagnosis of
patients represented by the individual centroids.

Research Applications In rural areas and third-world countries, easily accessible features can be collected and fed
through the diagnosis tool to diagnose high risk patients for heart disease in advance [14]. The diagnosis tool can also
be used over a long period of time to monitor patients’ cardiovascular health. These patients can then be given the
appropriate medical treatment. Accurate predictive models may also be used to forecast demand for medical equipment
in hospitals by predicting how many patients are likely to contract heart disease, allowing for the effective allocation of
hospital resources.

We have made the code for the research in this paper open-source and available on |GitHub) [13]].
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Impact of Age Across Clusters
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Figure 3: 3-D representation of Figure 2a.
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