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Abstract: The Industrial Internet of Things (IIoT) is bringing evolution with remote monitoring, 
intelligent analytics, and control of industrial processes. A reference architecture provides the general 
layout information for the flexible integration of IIoT s ystems; however, as the industrial world 
is currently in its initial stage of adopting the full-stack development solutions with IIoT, some 
challenges need to be addressed. To cope with the rising challenges and provide the blueprint 
guidelines to develop and implement IIoT in real-time, researchers around the globe have proposed 
IIoT architectures based on different architectural layers and emerging technologies. In this paper, 
we first review and compare some widely accepted IIoT reference architectures and present a state-
of-the-art review of conceptual and experimental IIoT architectures in literature. We highlight 
scalability, interoperability, security, privacy, reliability, and low latency as the main IIoT architectural 
requirements and compare how the current architectures address these challenges. We also highlight 
the role of emerging technologies in current IIoT architectures to address these requirements and 
present the literature gap for future research work to address the challenges.

Keywords: blockchain; Edge/Fog computing; IIoT architectures; Industry 4.0; interoperability; low 
latency; reliability; scalability; security; Software-Defined Networking 15

1. Introduction 16

Internet of Things (IoT) has brought a revolution in the current century by enabling 17

ubiquitous and exponential connectivity of billions of devices and accessing them from 18

any place at any time [1]. The initial concept of IoT to be the connection between people 19

and things, between things, or between unforeseen things, was given by International 20

Telecommunication Union (ITU) in its report in 2005 [2]. As the IoT’s ability to connect real- 21

world applications is achieving smart objectives without human involvement [3], Industrial 22

IoT is further bringing the evolution in the manufacturing process by withstanding the 23

mission-critical requirements [4]. IIoT is helping the industries by increasing operational 24

efficiency with the convergence of Information Technology (IT) and Operational Technology 25

(OT) [5]. The new era of the Fourth Industrial Revolution (Industry 4.0) is further bringing 26

paradigm shifts with the integration of IIoT and Cyber-Physical Systems (CPS) to provide 27

insights for the collaborative work of intelligent devices [6]. While Industry 4.0 applies 28

to any industry to provide self-optimization, better decisions from advanced sensors, 29

production quality, and predictive maintenance for minimizing the system downtime [7], 30

CPS integrates the networking, sensing, and computational features with physical systems 31

to learn and adapt themselves [8]. The convergence of IoT, IIoT, and CPS forms the Industry 32

4.0 component as shown in figure 1. 33
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Figure 1. Relation between IoT, IIoT, CPS, and Industry 4.0 (adapted from [9])
As with the rapid technological advancements and higher expectations from IIoT 34

than IoT, IIoT is dealing with challenges in its end-to-end development [9,10]. IoT is a 35

revolution, but IIoT is an evolution in the modern world with machine-oriented features 36

and stringent requirements of reliability, scalability, interoperability, and security than 37

IoT. Table 1 shows the difference between IoT and IIoT. For the end-to-end development 38

of IIoT systems, different reference architectures such as Reference Architectural Model 39

Industrie 4.0 (RAMI 4.0) [11], Industrial Internet Reference Architecture (IIRA) [12], and 40

OpenFog Reference Architecture [13] provide the blueprint guidelines containing the set of 41

architectural layers from sensors to the enterprise management features. Moreover, IIoT 42

architectures composed of different layers are present in the literature to address the chal- 43

lenges and for the flexible integration, management, and control of collaborative services 44

[14]. While the reference architectures provide the general layout for the development 45

process without any fixed support of protocols and standards [13], the IIoT architectures 46

present in the literature address the specific challenges, either in a particular use case in 47

industry or the general-purpose industrial use. The proposed solutions in the literature 48

share some attributes of using emergent technologies to develop layered architectures. 49

Table 1. Main differences between IoT and IIoT [4,9,15]

Features IoT IIoT

Impact Revolution Evolution
Service Model Human-oriented Machine Specific

Status Focused on new standards Utilization of existing
standards

Network Connectivity Ad-Hoc Structured

Data Generation Data handling from medium
to high Very high volume of data

Area of Interest General Applications e.g.
wearables

Industrial Applications e.g.
production, manufacturing,

maintenance
Scalability Low scalability High Scalability

Interoperability Independent Highly required

Security Less critical except few
applications Very critical

Life-cycle Shorter product life-cycle Longer product life-cycle
Reliability Less reliable High reliability

Programming Off-site programming Remote on-site programming

In this paper, we provide a state-of-the-art review on IIoT architectures, comparing 50

some widely accepted IIoT reference architectures and detailing on proposed architectures 51
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in literature, the key challenges in their adoption and the role of emergent technologies 52

in addressing these challenges. The rest of the paper is structured as follows: Section 2 53

presents the review and comparison of RAMI 4.0, IIRA, and OpenFog reference architec- 54

tures. In Section 3, we identify the main IIoT requirements for its end-to-end development 55

from the factory floor to the enterprise services, the emerging technologies used in IIoT 56

architectural papers for presenting the solutions and addressing the challenges, and current 57

research on IIoT architectures. Section 4 identifies how the conceptual and experimental 58

architectures address these challenges, the relation of emerging technologies to IIoT re- 59

quirements, and the scope of literature in addressing these requirements and using the 60

emerging technologies. In Section 5, we summarise the findings and identify the potential 61

research directions to address the challenges. 62

2. Industrial IoT Reference Architectures 63

A reference architecture provides the minimum functional requirements for a common 64

ground to develop and analyze the systems [16]. The reference architectures in IIoT 65

are independent of specific technologies and standards [13]. It provides the structural 66

guidelines for the multiple aspects of a system, including the standard networking model 67

for the interaction with devices and sensors. It also provides the cloud architecture services 68

for the remote monitoring and management features and the information on what hardware 69

components the architecture support [17]. Experts from different organizations have 70

proposed reference architectures to provide the necessary structure and transform the 71

manufacturing process in industries based on the available technologies [18]. Three of the 72

main IIoT reference architectures are RAMI 4.0, IIRA, and OpenFog RA, which are detailed 73

below. 74

2.1. Reference Architectural Model Industrie 4.0 (RAMI 4.0) 75

Reference Architecture Model for Industrie 4.0 (RAMI 4.0) was developed in Germany 76

to modernize the manufacturing process and industrial automation with the standardiza- 77

tion of DIN SPEC 91345:2016 and IEC/PAS 63088:2017 [19]. In Industry 3.0, the products 78

are isolated from each other, functions are bound to hardware, and system components 79

interact across hierarchy levels. According to RAMI 4.0 RA information for Industry 4.0, 80

the products are part of the network, functions are distributed throughout the network 81

structure, and the participants can communicate with each other irrespective of the system 82

hierarchy [20]. Figure 2 highlights how the RAMI 4.0 distinguishes Industry 4.0 from 83

Industry 3.0. 84

Figure 2. Industry 3.0 vs Industry 4.0 (adapted from [21])
In RAMI 4.0, the international standards for electronics, electrical, mechanics, and 85

Information Technology (IT) participate in interdisciplinary ways to deploy the technol- 86

ogy. It’s based on Service-Oriented Architecture (SOA) for provisioning services between 87

system components through network protocols and converting the complex tasks into 88

easy processes based on independent technologies and products [22]. Figure 3 shows the 89

three-dimensional RAMI 4.0 RA model that provides insights into the framework where 90

all the industrial partners can interact and understand each other and know how to adopt 91

industry 4.0 in a structured way. 92
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Figure 3. RAMI 4.0 Architecture Model (adapted from [11])

2.1.1. Hierarchy Levels axis 93

The hierarchy levels on the right horizontal axis of the model are on the IEC 62264 and 94

IEC 61512 international standards for Information Technology (IT) and Control Systems 95

(CS). The terms Station, Work Centers, Enterprise, and Connected World are included in the 96

hierarchy axis from these standards for the common ground of current factory automation 97

and process industry sectors [11]. Based on [23,24], following are the seven levels in the 98

hierarchy axis of the RAMI 4.0 model: 99

• Product: The product is the final outcome of manufacturing in industry. 100

• Field Device: These are the hardware components such as sensors and actuators 101

which collect the environment values. 102

• Control device: Controlling devices such as PLCs and DCs take the readings from 103

sensors and send the controlling commands to operate the system. 104

• Station: It’s the place where the user with administrative rights monitors the industrial 105

activity and takes care of processes and events. e.g. SCADA. 106

• Work Centers It provides the data storage, information, and analysis (MES) based on 107

the historical insights. 108

• Enterprise: The enterprise level follows (ERP) to manage all information and carry- 109

out business profitable decisions. It keeps track of production vs orders, expenses vs 110

revenue, and manage the manufacturing planning. 111

• Connected World: The system is connected to the internet to remain connected with 112

the supply-chain process with external industries. 113

2.1.2. Life Cycle Value Stream 114

The life cycle process standards used in Industrial automation, control, and measure- 115

ment systems are on the left horizontal axis of the RAMI 4.0 model. The process shows 116

the information of manufacturing components from the designing stage to the complete 117

product. The Type field is related to the Design and Prototype level of manufacturing, 118

while the Instance field is related to when the product is finally manufactured [11,25]. 119

2.1.3. Architecture layers of RAMI 4.0 model 120

The vertical layers are also called interoperability layers which cover all the industrial 121

process from the physical devices and assets to the integration of humans, technology, and 122

protocols along with the functional properties of system components and their Business 123
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processes [22,25]. The researchers in [23,26–28] explain the following architectural layers of 124

RAMI 4.0 model: 125

• Asset: This is the lowest layer which contains all the physical components including 126

the devices and peripherals. 127

• Integration: This layer provides the information generating from assets to the upper 128

layers, enables the command and control of assets to the application and functional 129

layer, and contains the IT elements such as RFID, HMI, and actuators. 130

• Communication: This layer is responsible for maintaining the communication be- 131

tween networks using the standards and protocols and enables the interaction of Asset 132

and Integration layers with the upper layers. 133

• Information: This layer provides the pre-processing of information for different events 134

as well as makes sure the integrity and quality of data received from the lower layers 135

and then present the structured data to the Functional and, Business layers. 136

• Functional: The functional layer receives the data from Assets layer and carry out the 137

decisions based on data analytics. 138

• Business: This layer covers the enterprise business models and legal frameworks 139

along with the industrial real-time monitoring services using the dashboards and user 140

interaction applications. 141

2.2. Industrial Internet Reference Architecture (IIRA) 142

International Industrial Consortium (IIC) provides a common framework architectural 143

model IIRA to address the support of diverse applications and standards for developing 144

IIoT solutions. The IIRA is adapted based on the ISO/IEEE/IEC 42010 standards, and it 145

can address the change in industrial control systems in the following ways [12]: 146

• Increasing local collaborative autonomy: It includes the provision of new technolo- 147

gies, computational power, and improved sensing, which will provide enhanced data 148

accuracy and further assist in creating autonomous systems. 149

• Increasing system optimization through global orchestration: It includes data ana- 150

lytics using machine learning on collected sensor data to provide insights about the 151

deployed system for system optimization and enhanced control systems. 152

IIRA is a three-tier system architecture containing Edge Tier, Platform Tier, and Enterprise 153

Tier. Different nodes, devices, sensors, control systems, and assets connected to the Edge 154

Gateway via wireless and wired connections forms a Proximity Network. The Edge 155

Gateway performs the Device Management and Aggregation, then send the relevant 156

data to the Platform Tier via the Access Network. The Platform Tier performs the data 157

transformation, operations, and analytics; and then sends the information to the Enterprise 158

Tier via the Service Network. On Enterprise Tier, the user performs the monitoring and 159

controlling under the Domain Applications and sends the controlling commands back to 160

the Platform Tier through the Control Flow process. The Platform Tier then sends this 161

information to the Edge Tier to perform the relevant tasks. Figure 4 shows the three-tier 162

IIoT architecture given by IIC. 163
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Figure 4. Three-Tier IIoT System Architecture of IIRA (adapted from [29])

2.2.1. Functional Domains and Functional Viewpoints 164

IIRA contains two important functional parts in its architecture, the Functional View- 165

point, and Functional Domain. The Functional Viewpoint is the overall architectural view 166

of system components and their structure. The Functional Domain contains five distinct 167

domains, which are the building blocks of the system architecture. Figure 5 highlights the 168

information process between the functional domains of the IIRA model. The green arrows 169

show the Data/Information Flows, the grey/white arrows show the Decision Flows, and 170

the red arrows show Command/Request Flows. 171

Figure 5. IIRA Domains (adapted from [30])

2.2.2. Functional Domains 172

1. Control Domain: It contains the functions for implementing the control systems in 173

industries. It includes the sensing and actuation functions which read the data from 174

sensors and carry out the controlling signals for the actuators. It also contains the 175

communication function that enables the information exchange between the system 176
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components and technologies using different features such as APIs. The control 177

domain also interprets the system behavior and conditions by using modeling on the 178

sensors’ data. 179

2. Operations Domain: It carries outs the management and operation tasks for the 180

control domain. It also provides the Provisioning and Deployment functions to access 181

the assets remotely at a large scale and track, add, modify, or remove them regardless 182

of the harsh industrial environment. 183

3. Information Domain: This functional domain handles the data processing and collec- 184

tion from system components and performs the data analytics to acquire information 185

about the system parameters and optimize the system through the decision-making 186

steps. 187

4. Application Domain: The Application Domain contains functions for implementing 188

the application logic and rules for high-level optimization. It also includes the APIs 189

and UI by which the relevant information is available for human interactions or 190

different applications for processing. 191

5. Business Domain: It contains different functionalities to support the business activi- 192

ties and processes and integrate them into the IIoT systems. Examples of the business 193

functionalities are ERP, MES, Payments, Billings, etc. 194

2.3. OpenFog Reference Architecture 195

This architecture facilitates the researchers, developers, designers, and industries to 196

make needed components for fog computing. OpenFog provides the Fog as a Service 197

(FaaS) based architectural model to address industrial implementation issues through 198

its compatibility with SaaS, PaaS, and IaaS. The OpenFog RA has many applications in 199

industries, including, Smart vehicles and Traffic control systems, Smart Cities, Smart 200

Buildings, etc. It aims to provide security, cognition, agility, low latency, and efficiency. 201

Moreover, the OpenFog RA is formed based on eight main pillars representing the overall 202

system model attributes for the real-time deployments. The Perspective highlights the 203

cross-cutting features of RA, while the View represents the structural aspects of the layered 204

architecture. The View component contains three stakeholder views in the RA as Software 205

View, System View, and Node View [13]. Figure 6 shows the OpenFog RA model. The light 206

green colored vertical layers are the perspectives of RA, the light yellow and blue colored 207

layers highlight the Node View and Software Architecture View, and the layers under the 208

red border line show the System Architecture View. 209

Figure 6. OpenFog Reference Architecture (adapted from [31])

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 1 July 2022                   doi:10.20944/preprints202207.0022.v1

https://doi.org/10.20944/preprints202207.0022.v1


8 of 29

2.3.1. Eight pillars of Fog Computing architecture 210

The OpenFog RA is formed based on the core principles of eight pillars. These pillars 211

represent the main attributes deployed systems manifest as per given layered RA and fog 212

computing technology. 213

1. Security Pillar: The security of OpenFog architecture is not just limited to the specific 214

standards; it also contains all the mechanisms for security from the hardware com- 215

ponent to the software-based application level. The security attributes presented in 216

the OpenFog RA are data privacy and integrity, anonymity, attestation, measurement, 217

trust, and user and device verifications. The OpenFog model provides end-to-end 218

security. Moreover, the network link is provided between the nodes after information 219

attestation is completed, followed by the verification process. 220

2. Scalability pillar: This model provides the features where the individual fog nodes, 221

storage services, and networks can scale based on the users’ requirements. There are 222

the following scalability types in the OpenFog RA: 223

• Scalable performance: It includes improved fog performance as per the applica- 224

tion demands by reducing the latencies in the system. 225

• Scalable capacity: It helps increasing the network, system, applications, and 226

users capacity. 227

• Scalable reliability: Scalable reliability is ensured by adopting the redundant fogs 228

when there is a network fault or overload of information or processing. 229

• Scalable security: It includes the additional software and hardware security 230

features such as access provision and crypto based information processing when 231

the security is becoming stringent. 232

• Scalable hardware: It enables the provision of additional hardware components 233

upon requirement between the fogs in network and their internal systems, such 234

as data storage, scale of wired and wireless networks, and the scaling of compu- 235

tational processes. 236

3. Openness pillar: This pillar supports the diverse environment where the fog nodes 237

and devices form an interoperable network by removing the negative impacts such as 238

the quality and cost of a single vendor. It enables the open communication between 239

the components with the location transparency and interoperability. 240

4. Autonomy pillar: The autonomous structure avoids centralized processing by pro- 241

viding the decision-making facility near the devices for efficient operations, security, 242

and cost. It enables the network discovery option, which allows the devices to keep 243

alive if there is an uplink connection problem. 244

5. Programmability pillar: The programming of the deployed nodes and system is 245

available at the hardware and software layers with the ability to re-tasking the fog 246

node. The programmability provides the optimized security with the automatic 247

security patch updates, along with adaptable infrastructure and multi-tenancy. 248

6. Reliability, Availability, and Serviceability (RAS) pillar: While reliability ensures 249

the fog nodes and overall system components are working to deliver their functionali- 250

ties under the given conditions, the availability functionality refers to the continuous 251

management and back-end support, including the redundant and secure access from 252

devices and redundant configurations. The serviceability enables the automated instal- 253

lation, up-gradation, and maintenance of fog nodes by supporting easily swappable 254

hardware components. 255

7. Agility pillar: This pillar is responsible for dealing with the changes occurring in the 256

system and providing the analytical insights from the extensive data received from 257

the sensors to carry out efficient business decisions. 258

8. Hierarchy pillar: Although in OpenFog RA, not all the systems are hierarchy-based, 259

this pillar provides complementary and traditional hierarchy-based information for 260

the enterprise systems. 261
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2.3.2. Perspectives 262

The Perspectives shown in the vertical green columns in Figure 6 are described below: 263

• Performance and Scale: The performance of deployed systems is under continuous 264

care for the Quality of Service (QoS) and low latency by using time-sensitive network- 265

ing and critical computing. The measurement of throughput and latency of a fog 266

node defines the performance of fog computing that can be improved by bringing 267

the fog computing closer to the edge. The new virtualization and containerization 268

technologies in fog computing further improves the nodes’ scalability and isolation. 269

These technologies can also carry out priority based network traffic and resource 270

allocation. 271

• Security: The fog architecture is not secured until trustworthiness is absent between 272

the system components. The fog node hardware is secured with appropriate measures, 273

and the complete data security and integrity are ensured from the low-level hardware 274

to the software level with end-to-end security encryption. The security perspective 275

also contains threat detection and privacy preservation features. 276

• Manageability: The manageability perspective provides the capability of responding 277

and making the decisions like humans with the help of machine algorithms. It enables 278

efficient manageability functions for a wide range of actions compared to the tradi- 279

tional IT and OT systems. Furthermore, it takes care of all the management functions, 280

including the system alerting, operation and maintenance, the discovery of devices 281

and nodes, etc. 282

• Data, Analytics, and Control: As the industries are generating high data for perform- 283

ing the analytics to make decisions, the traditional analytics approach is suitable for 284

the increasing demands. Moreover, as the companies are moving forward to predic- 285

tive maintenance from monitoring the system parameters, it’s difficult to face the 286

stringent requirements. Fog computing helps achieve these objectives by performing 287

the data analytics at the edge closer to the source for specific analysis and sending the 288

relevant information to the cloud services for business operations and business-related 289

processing. 290

• IT Business and Cross Fog Applications: It highlights that fog applications need to 291

operate at any hierarchy level and share the data to other nodes ensuring the data 292

interoperability to maximize the values from IT Business perspectives in a multi- 293

vendor nature. 294

2.3.3. Node View 295

It’s the lowest level view used in the OpenFog RA. The light yellow colored layers in 296

Figure 6 highlights the Node View aspects in architecture. These are necessary aspects to 297

address before adding a node into fog computing network. 298

• Node Security: The Node Security represents both the vertical security perspectives 299

and horizontal layer requirements as system security is critical from the silicon to the 300

software level. 301

• Node Management: It supports the system management process by enabling man- 302

agement interfaces from the nodes. These interfaces support the monitoring and 303

controlling of low-level nodes from high-level management systems. 304

• Network: The network part enables the nodes to communicate and share the informa- 305

tion within the network based on the time-sensitive and time-aware networking. 306

• Accelerators The accelerators used in fog applications improve the power and com- 307

munication latency depending on the network scenario. 308

• Compute: The fog nodes run the open-source software at their node level for the basic 309

computation and the interoperability between other nodes and system components. 310

• Storage: As it is necessary for a node to store data before learning or performing 311

analysis, it requires a reliable storage device that should perform well with data 312

integrity requirements and inform the storage device’s health condition. 313
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• Sensors, Actuators, and Control: These are the lowest level architectural elements of 314

an IoT system. While some of these devices have processing capabilities, some are 315

dumb and can’t process the data. These elements are connected to the system by using 316

the wired or wireless connection. 317

• Protocol Abstraction Layer: This layer is responsible for interfacing the sensors and 318

actuators with the fog node for performing the data analytics. It also makes sure 319

interoperability between the multi-vendor products for cross-layer data optimization. 320

2.3.4. System Architecture View 321

The system architecture view contains multiple node views for the scalable fog de- 322

ployments. It addresses the issues of technical teams, manufacturers, and system architects. 323

The Performance & Scale vertical layer and some horizontal layers covered under the red 324

border line in Figure 6 highlight the system architecture view of OpenFog RA. 325

• Hardware Platform Infrastructure: It highlights the fog platform requirements for 326

ensuring the safety of people and hardware from any harm, protection of the system 327

from the environment, and mechanical support of overall hardware infrastructure. 328

The deployed system should also follow compliance and regulation standards. 329

• Hardware Virtualization and Containers: The hardware virtualization enables multi- 330

ple entities to share the same physical machine and ensure system security by limiting 331

specific system components from virtual machines (VMs). The use of containers 332

decreases the overheads and provides lightweight mechanisms in the fog computing 333

environment. 334

2.3.5. Software Architecture View 335

It contains the architecture view of software running on a platform. The platform is 336

formed with the combination of node views for addressing specific deployment scenarios. 337

The fog node software is further separated into three layers as shown in light blue colored 338

layers in Figure 6. 339

• Application Services: This layer provides the services with the help of other layers to 340

accomplish the use case and specific requirements. 341

• Application Support: This infrastructure software part does not perform any new 342

services but supports other applications in carrying out specific tasks. 343

• Node Management and Software Backplane: It performs node management and 344

enables communication between nodes. 345

2.4. Comparison of RAMI 4.0, IIRA, and OpenFog reference architectures 346

The reference architectures given by different organizations have different approaches 347

for the development and implementation of Industrial IoT. While RAMI 4.0 is mainly 348

about the manufacturing process from the Production level to the Enterprise level, IIRA 349

is about the industrial process with the established communication between deployed 350

systems. The Platform Industrie 4.0 and IIC are currently collaborating to provide a 351

common reference architecture by mapping the RAMI 4.0 and IIRA together [32]. While 352

the RAMI 4.0 establishes the communication between the hardware and software by using 353

a gateway, the IIRA provides the Edge Tier for the computation and storage of data. 354

The OpenFog RA is about the high data generating and processing use cases in industrial 355

applications. OpenFog is designed to be implemented in any vertical integration application 356

in the industry [13]. The selection of a particular reference architecture depends on the 357

requirements of the deploying system. Table 2 shows the comparison of IIoT reference 358

architectures. 359
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Table 2. Comparison of Industrial IoT reference architectures

Category RAMI 4.0 IIRA OpenFog Refs

Organization

German Electrical and
Electronic

Manufacturers’
Association (ZVEI)

Industrial Internet
Consortium (IIC)

OpenFog Architecture
Workgroup [22], [12], [13]

Layers

Business, Functional,
Information,

Communication,
Integration, and Asset.

Business, Usage,
Function, and

Implementation.

Included but not
limited to Functional

and Deployment
viewpoints.

[13], [32], [33]

Hierarchy

Product, Field, Device,
Control Device, Station,

Work Centers, and
Enterprise.

Not hierarchy-based

Devices, Monitoring
and Controlling,

Operational Support,
Business Support,

Enterprise Systems.

[13], [32]

Connectivity Whitepaper Framework Framework [13], [32]

Difference in Industry
applications

Focused on
manufacturing the

things smartly through
Product Life-Cycle

process.

Covers manufacturing
process but not

complete product life
cycle. Enables the

things to work smartly
with the interaction of

large deployed
systems.

Focused on generic
platform for

applicability with any
vertical market use case

studies. e.g.
Agriculture, Smart

cities, Transportation,
etc.

[13], [32]

Gateway, Edge/Fog

Analyse the data and
connects the hardware

and cloud at the
gateway.

Computing, processing,
and storage at edge.

Storage, Processing,
Computing,

Accelerators, and
Network capabilities

for vertical application
at each fog hierarchy.

[13], [28]

3. Key IIoT requirements, Emerging Technologies, and literature review of IIoT 360

architectures 361

As the IIoT is itself emerging due to the integration of Information Technology (IT) 362

and Operational Technology (OT) [34], the problems due to its arising issues have to be 363

addressed with the help of emerging technologies as well. The RAs such as RAMI 4.0, IIRA, 364

and OpenFog provide the basic layout guidelines for the IIoT applications; however, due 365

to the problems arising from heterogeneous technologies and diverse industrial usage, it 366

is difficult to address the arising challenges just by following the reference architectures. 367

In this regard, we have reviewed the IIoT architectural research papers to highlight the 368

main IIoT requirements addressed in the current literature. The literature is solving the 369

challenges for the full integration of Industrial IoT by using the various emerging tech- 370

nologies such as Edge/Fog computing, Software-Defined Networks (SDN), Blockchain, 371

5G, Machine Learning, WSN, and Machine Learning, along with the support of reference 372

architectures, cloud services, protocols, and standards. Before discussing the literature 373

review of IIoT architectures in detail, we highlight the key IIoT requirements and the 374

emerging technologies used to address these challenges in the IIoT architectures. 375

3.1. Key IIoT requirements 376

As the overlapping of Industrial IoT, Industry 4.0, and IoT is improving the production 377

efficiency in industries, some challenges need to be addressed [9]. According to the RAMI 378

4.0 model, physical and virtual components of a deployed system can directly communicate 379

with each other irrespective of the network hierarchy [11]; however, the system will require 380

the interoperability ability for the system elements to communicate with each other. Due 381

to the exponential growth of heterogeneous technologies, IIoT is facing many challenges 382

in interoperability, latency, security, privacy, and scalability [35]. According to IIC in [36] 383
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and authors in [37], security, privacy, and reliability are among the system characteristics 384

and challenges in Industrial IoT systems. ITU has also defined latency, scalability, security, 385

and privacy as the key requirements in IIoT networks [38]. Anitha et al. in [4] emphasized 386

that IIoT requires high scalability compared to the IoT and highlighted the need for low 387

network latency, interoperability, reliability, security, and privacy in IIoT in their research. 388

Based on the challenges and information available in the literature, we have grouped the 389

following key Industrial IoT requirements, which are critical for its full-stack development 390

and integration in real-time. 391

• Interoperability: Interoperability is the ability to share meaningful information be- 392

tween the two or more communication components [39]. In [40], the authors have 393

highlighted the need for interoperability to guarantee the complete integration of 394

industry 4.0 technology. Due to the increasing use of heterogeneous devices, technolo- 395

gies, and standards in industry 4.0, interoperability has become the major challenge for 396

the industrial ecosystem [41]. The authors in [42] have further emphasized addressing 397

the interoperability in IIoT for enabling the communication between the systems from 398

individual vendors. 399

• Scalability: Scalability is the ability of a system to handle the increasing amount of 400

work due to the growth of components throughout the system operation without 401

affecting its performance [43,44]. According to [45], it is necessary to address the 402

scalability solutions to deal with the exponential growth of devices and data generating 403

in IIoT. The authors in [46] further highlight the need of scalability in IIoT and main 404

issues which affect it, for example, the diversity of networks, heterogeneity of devices, 405

and massive data generating in IIoT systems. 406

• Security: As the IIoT is developing with the integration of both Information Technol- 407

ogy (IT) and Operational Technology (OT), the current development of IIoT systems 408

bring the new security challenges which can’t be addressed by using the traditional 409

IoT security mechanisms [45]. According to Jamai et al. in [47], most of the security 410

attacks in IIoT are focused on industrial devices, control systems, and networks. The 411

authors in [48] have further classified the attacks on IIoT connectivity protocols into 412

five threads: DoS/DDoS attacks, Information Gathering, Man in the Middle attacks, 413

Injection attacks, and Malware Attacks. 414

• Privacy: "Privacy is the right of an individual or group to control or influence what 415

information related to them may be collected, processed, and stored and by whom, 416

and to whom that information may be disclosed" [36]. With the growing number of 417

heterogeneous devices, it is essential to focus on data privacy issues in IoT and IIoT 418

[49,50]. Different remedial frameworks are present in the literature to address the 419

security and privacy issues in IIoT. According to [51], Fog Computing addresses the 420

security and privacy issues in the IIoT, while the authors in [52] highlight the features 421

of blockchain for solving the security and privacy issues. 422

• Reliability: Reliability in IIoT is the performance indicator that highlights the system 423

working ability as per the design and for the specified time duration in industrial 424

environment [36,53]. ITU has defined reliability as the essential ability for IIoT net- 425

works to avoid the risks and production interruptions [38]. The authors in [54] have 426

presented the detailed literature review on the challenges of reliability in Devices, 427

Networks, Applications, and Systems in IoT applications. A system is reliable if all of 428

its components satisfy the reliability conditions. 429

• Low latency: According to ITU, network latency is the duration of time an information 430

packet takes to reach from the source to the destination [55]. According to the authors 431

in [56,57], IIoT services are suffering critically from latency issues due to the generation 432

of a huge volume of data. To address the latency issues, researchers are proposing 433

solutions using different technologies such as 5G [58] and Edge/Fog computing [59]. 434
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3.2. Emerging Technologies used in Industrial IoT architectures 435

In the literature review, we have found some similarities between the Industrial 436

IoT architectures. The architectural solutions are developed by using some emerging 437

technologies for the flexible integration and better performance of IIoT systems. We have 438

grouped the widely used emerging technologies in the literature and focused on evaluating 439

the scope of each technology in addressing the main IIoT requirements in those architectures. 440

Following are some of the emerging technologies we have observed in developing the IIoT 441

layered architectures: 442

• Edge/Fog Computing: Fog computing brings the cloud services closer to the ground 443

mobile devices to off-load the processing burden, improve the Quality of Service (QoS) 444

of a system, and save resources [60]. Based on the information given by National Insti- 445

tute of Standards and Technology (NIST), the fog computing should have the main 446

characteristics of supporting the geographical distribution, low latency, interoperabil- 447

ity features, scalability, and real-time interactions rather than batch processing [61]. 448

The size of fog computing is smaller than the traditional cloud computing; however, 449

the number of nodes can be combined to make it a large fog system [62]. 450

With the generation of an exponential volume of data from the sensors, it’s difficult 451

to process information locally due to the limitations of hardware devices. Edge 452

computing provides the features to process the data at the edge device and reduce 453

the required network resources for cloud computing by only sending the required 454

data to the cloud for further processing [63]. Edge computing provides the data 455

storage service at the edge, performs the tasks in the absence of cloud computing, and 456

improves the network latency [64]. 457

• Software-Defined Networking (SDN): Software-Defined Networking (SDN) helps 458

in making the static and dedicated networking infrastructure agile and centrally 459

controlled by using the software applications [65]. According to IBM, SDN provides 460

the dynamic load-balancing in network traffic and vendor-independent support with 461

the ease of central programmability and configuration features [66]. SDN is based 462

on three-layer architecture: Infrastructure layer (Data Plane), Control layer (Control 463

Plane), and Application layer [67]. 464

• Blockchain: Blockchain technology is based on decentralized and distributed nodes 465

where all the transactions are processed after validation from the participants. In the 466

blockchain, there is no third-party organization to control the transactions process, 467

and the transactions from each participant are locally available to all the participants 468

in the distributed ledger network forming the data transparency [68]. According to 469

[69], transparency and trust, decentralized networking, immutable data, and security 470

are the main advantages of blockchain technology. 471

• Machine Learning (ML): Machine Learning (ML) is a subset of Artificial Intelligence 472

(AI) that imitates intelligent human behavior based on accuracy with the help of data 473

and algorithms [70,71]. ML has many applications, including prediction, semantic 474

analysis, natural language processing, information retrieval, and computer vision [72]. 475

According to research in [73], ML provides some necessary features in Industry 4.0, 476

such as fault detection, predictive maintenance, security and threat detection, and 477

human-machine interaction. 478

• 5G: According to ITU, 5G is the evolution of previous mobile technologies (2G, 3G, 479

and 4G) to deliver more speed for processing the high volume of data transfer with 480

minimal latencies while also providing the large-scale connectivity for the exponential 481

growth of devices and services [74]. As per the ITU’s recommendations for the Inter- 482

national Mobile Telecommunications (IMT) for 2020, 5G technology has the three main 483

usage scenarios, 1) Enhanced Mobile Broadband (eMBB), 2) Massive Machine-type 484

Communications (mMTC), and 3) Ultra-reliable and Low Latency Communications 485

(URLLC) [75]. According to ETSI, 5G is facilitating the new services in different do- 486

mains but not limited to Industry 4.0, Education, Agriculture, and Publication Safety 487

[76]. 488
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• Wireless Sensor Networks (WSN): According to the International Electrotechnical 489

Commission (IEC), Wireless Sensor Networks (WSN) is the key IoT technology con- 490

taining a large group of sensor nodes that detect the properties of physical phenomena 491

such as temperature, humidity, light, pressure, etc., with the easy, reliable, and rapid 492

deployment of systems [77]. In WSN, the nodes interact to form a cluster to utilize 493

resources, providing network scalability, and transmitting the collected data until it 494

has arrived at the base station [78]. 495

3.3. Current research on IIoT architectures 496

In IIoT architectures, we found some common topics in terms of challenges and 497

emerging technologies. Each layered architecture addresses some of the key requirements 498

and uses one or more emerging technologies for the end-to-end development of IIoT 499

systems. We present a state-of-the-art review on how the layered architectures address 500

these requirements by grouping them based on Edge/Fog Computing, Blockchain, SDN, 501

5G, Machine Learning, and Wireless Sensor Networks (WSN) technologies. Moreover, in 502

references covering more than one technology, we grouped it with the more emphasized 503

technology according to the paper. 504

3.3.1. Edge/Fog Computing 505

Due to the massive and diverse data generation in manufacturing industries, cloud 506

services are unable to take care of large-scale data processing. Furthermore, the delay- 507

sensitive information is vulnerable due to the semi-secure nature of cloud services. In 508

this regard, Sengupta et al. have proposed an Industrial IoT architecture based on fog 509

computing technology. The proposed solution is based on four layers perception layer, fog 510

nodes layer, cloud layer, and application layer. To process the data and reduce the workload 511

from cloud computing, the authors have included the fog nodes layer with semi-secure 512

cloud computing features where a node can be a PC, a Raspberry Pi device, or a virtual 513

operating system (OS). The authors have carried out the experiments in simulations as well 514

as by developing a hardware testbed; however, the proposed solution does not address the 515

reliability as per the harsh industrial environments and interoperability for accommodating 516

the heterogeneous field devices [79]. 517

In [80], the authors have addressed the system reliability shortcoming by presenting a 518

fault-tolerant IIoT architecture using an edge gateway that also provides the low-latency, 519

scalability, and security based on the industrial requirements. In the practical example, 520

the authors have developed the system for machine operative status detection using the 521

raspberry pi as an edge device that stores the information in the local database. The 522

edge device uses this data with algorithms to predict the machine status and display the 523

monitoring parameters such as current, power consumption, and vibration. With edge 524

computing, the proposed system avoids the congestion of bandwidth, unnecessary network 525

lags during the data transfer, and securing the information by bringing it closer to the edge. 526

The authors in [59] present a conceptual architecture intending to integrate versatile 527

fieldbuses and solve interoperability issues. The proposed model ensures data security 528

by bringing the data processing closer to the edge/fog nodes. Furthermore, the ability 529

of distributed edge/fog nodes in different domains provides high network scalability. 530

The proposed model also addresses the reliability and low latency of the communication 531

process. The proposed model contains four Layers, Sensing Layer, Data Provider Layer, 532

Fog/Edge Computing Layer, and Application/Services Layer. The Sensing layer contains 533

peripherals and devices connected to specific fieldbuses such as Modbus and Ethernet. 534

The Data Provider layer stores the bidirectional data from fieldbuses and upper layers 535

in buffer memory while the Fog/Edge computing layer performs the data processing. 536

The Applications/Services layer provides developed applications for remote monitoring 537

and controlling. The authors have emphasized interoperability for M2M communication 538

between the network elements; however, this conceptual model does not address the data 539

privacy concerns. 540
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The function of distributed automation systems in industries with heterogeneous tech- 541

nologies, protocols, and devices from different vendors is the future of industrial processes; 542

however, the high number of connected devices in current systems are having privacy 543

and interoperability problems for exchanging the information efficiently. In this regard, 544

Dobaj et al. have proposed a state-of-the-art light weight, flexible, and secure Industrial IoT 545

theoritical architecture with the continuous system integration and development (CI/CD) 546

process under the containerized environment. The use of distributed Edge/Fog nodes 547

allow minimum latency and network scalability. Furthermore, the proposed microservices- 548

based architecture ensures network reliability with the support of fault-tolerant network 549

protocols such as OPC-UA, and DDS. The data privacy is ensured by keeping the data 550

at the respective microservice unit and can only be accessed by using its API [81]. The 551

authors have addressed all the IIoT challenges we have highlighted in our paper; however, 552

they have proposed the architecture based on theoritical approach, not by performing the 553

hardware or simulations based experiments. 554

3.3.2. Software-Defined Networking (SDN) 555

According to the ref. [82] the performance of the IIoT depends on the deployed 556

systems and the set of communication protocols. Furthermore, the efficiency and reliability 557

in the existing IIoT architectural solutions are compromised due to the lack of testing 558

and usage of new protocols. This problem has resulted in integration of SDN technology 559

with the IIoT architectures. Moreover, as the IIoT devices are generating high data, the 560

transmission of information is facing delays and causing the computation offloading issues. 561

In this regard, Chandramohan et al. in [83] have used Software-Defined Networking (SDN) 562

emerging technology in their proposed architectural solution for the efficient Quality of 563

Service (QoS) based communication. SDN provides the priority-based transmission control 564

with low processing time performed at the edge device. The edge allows the features of 565

adaptive computing and network scalability. In the proposed architecture, the physical 566

layer contains various nodes with a single cluster head as the main device which interacts 567

with the control layer. The centralized SDN controller manages the network flow routing 568

and provides access to the user application. The proposed model is simulated in MATLAB, 569

and the results showed the advantages of network reliability, higher throughput, and lower 570

latencies compared to the present solutions. 571

The OPC-UA network protocol in client-server communication provides the Machine- 572

to-Machine (M2M) information exchangeability; however, the traditional devices don’t 573

support this protocol. To solve the interoperability issues and provide reliable and low 574

latency-based communication, the authors in [84] have proposed OPC-UA gateways and 575

Time Sensitive Software-Defined Networking (TSSDN) based Industrial IoT architecture. 576

The network elements send the information to the OPC-UA-based edge gateway that 577

handles the heterogeneous data and enables the communication between the vendor- 578

specific devices. The TSSDN switch enables reliable and low latency-based communication 579

by controlling the network resources. The proposed architecture showed efficient results of 580

information exchange between the network components; however, the authors have not 581

addressed security, privacy, and scalability requirements in the given architecture. 582

Bedhief et al. in [85] have proposed a software-based architecture for IIoT based on 583

SDN and Edge/Fog computing technology. While SDN provides flexibility and scalability, 584

Fog/Edge Computing enables low latency and interoperability. The central programmabil- 585

ity approach of SDN in the proposed solution allows the flexibility to use the heterogeneous 586

network technologies, which can be deployed and changed independently. However, the 587

authors have not addressed the security and privacy features in the proposed architecture. 588

The security and privacy shortcoming is improved by Friha et al. in [86] by using SDN 589

technology with Blockchain’s Hyperledger Sawtooth and Fog Computing. The proposed 590

robust framework contains four layers specifically for the secure Agricultural IoT. (1) The 591

Agricultural layer contains the peripherals for sensing and controlling, (2) the Fog layer 592

contains various nodes that provide the storage, data processing, and computations in 593
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containerized docker environment near the end devices, (3) the SDN Controller Network 594

layer contains the central controller and all network acts as a single Network Operation 595

System (NOS), and (4) Blockchain Network layer, which validates all the information and 596

enforces the transactions in the system. However, the proposed architecture does not 597

address interoperability. 598

The future of industries is to be accompanied by the constellation of thousands of 599

sensors and devices. Without the interoperability between heterogeneous devices, the 600

deployed systems will be handled by various vendor-specific solutions that will create the 601

problems of not utilizing the performance of system elements collectively. In this regard, the 602

authors in [87] have proposed an open-source Software-Defined Networking (SDN) based 603

IIoT architecture with the OpenDaylight (ODL) SDN controller. The proposed architecture 604

contains three layers: Data Plane, Control Plane, and Application Plane. The data plane 605

layer is composed of switches, routers, and other network devices forming the SDN and 606

WSN network, and it handles the traffic flow based on Quality of Service (QoS) and takes 607

care of the data routing. The Control Plane sends the information to the Application Plane 608

that manages the SDN operations and provides the cloud services and controlling features. 609

While WSN provides scalability, ODL further ensures the fault-tolerance and scalable 610

network with the central control of a group of controllers. The given IIoT architecture 611

also provides network reliability and fault tolerance by monitoring and providing the 612

redundant ODL controller features. 613

3.3.3. Blockchain 614

In [88], the researchers suggest blockchain technology to make the processing chain 615

in Industrial IoT secure, traceable and transparent. Teslya et al. have proposed a concep- 616

tual blockchain-based model for security and reliability; however, the proposed model 617

doesn’t address the interoperability and has its drawbacks of the durability of information 618

in Semantic Information Broker (SIB), and non-matching of data between the different 619

participants [89]. 620

The authors in [90] have addressed security and privacy challenges in their theo- 621

retical blockchain-based IIoT architecture. The proposed model ensures the addressed 622

shortcomings by establishing trust between the components. The message transactions in 623

this solution are secured by using the gossip protocol-based private/public key exchange 624

between the communication nodes. 625

In industries, sensors lack the capabilities to process, compute, and detect security 626

vulnerabilities. Furthermore, the current solutions lack authentication, integrity, and 627

identification ability. In this regard, the authors in [91] have presented a practical distributed 628

ledger-based authentication framework. The proposed framework utilizes the combination 629

of Secure Multi-Party Computation (SMPC) and Distributed Ledger Technology (DLT) to 630

detect attacks and malicious sensors in Industrial IoT. The distributed ledger technology 631

solves the aforementioned issues in a decentralized way; however, the theoretical and 632

practical models presented in [90] and [91] have a shortcoming in terms of handling the 633

large-scale devices, which will create scalability problems. 634

Lin et al. in [92] have addressed this shortcoming by combining the Oracle software 635

features with Blockchain technology. Blockchain technology in literature provides trust 636

and ensures security; however, the current blockchain-based decentralized architectures 637

can’t obtain complex real-time and isolated data with low processing time. In this regard, 638

the authors have used Federated Learning (FL) with Oracle and Blockchain to propose 639

IIoT digital twin architecture that provides a low processing time and high network traffic 640

stability. The oracle-based fast computing mechanism allows the exchange of trusted data 641

between the physical and digital machines in a decentralized network. 642

Ghajar et al. in [93] have further addressed the interoperability along with security 643

and privacy features by proposing Schloss, a blockchain-based IIoT architecture. The 644

proposed architecture authenticates the network nodes based on the application-level 645

authentication process in the distributed blockchain management system. The model 646
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ensures the nodes’ privacy, whereas the authority of each node is decided based on its 647

behavior. The architecture contains the feature to decrease the node power based on the 648

proof of work (PoW) between the nodes. The proposed model ensures network security 649

and establishes trust between business partners. The devices connected to the network 650

are dynamically identified and controlled by using the multi-signature intelligent contract 651

mechanism while maintaining data privacy. 652

In [94], the authors have addressed the scalability and latency along with security and 653

privacy challenges by proposing Fog Computing and Blockchain-based security architec- 654

ture for IIoT enabled Cloud Manufacturing (CM). The authors have focused on addressing 655

three main things which are lacking in the security of CM in current literature, (1) trust 656

in manufacturing/monitoring equipment to ensure the authenticity, (2) privacy of CM 657

data over the internet, (3) scalability requirement of security services to deal with future 658

expansions. 659

The use of heterogeneous technologies is resulting in privacy and security issues 660

between the network components, and that is also causing a lack of trust among the 661

participants. To address these challenges together with scalability, low latency, and net- 662

work reliability, Ceccarelli et al. in [95] propose an Industrial IoT architecture, specifically 663

for the real-time railway systems, by combining Blockchain, Fog Computing, and SDN 664

emerging technologies. The computing nodes in the proposed FUSION model are reconfig- 665

urable to act as Fog/Edge, SDN, or End Devices based on the system requirement. The 666

blockchain ensures the information exchange between the decentralized network compo- 667

nents in a secured and trusted environment. The SDN technology in the given architecture 668

allows the network resources management and reconfiguration of system operations. Fur- 669

thermore, Edge/Fog computing ensures low network latency and provides information 670

processing and storage closer to the devices. While the blockchain enables secure and 671

privacy-preserved communication, the decentralized control of system architecture with 672

SDN ensures the network scalability. 673

3.3.4. Machine Learning (ML) 674

The Android operating system (OS) is recently facing a lot of malware attacks due 675

to its integration with heterogeneous IIoT devices. There are various ML-based solutions 676

to provide the security; however, the models in the literature lack to address data privacy. 677

Since the algorithms are trained in a centralized way where all the network nodes have to 678

share their data, it’s causing privacy issues. In this regard, Taheri et al. have proposed a 679

Federated Learning (FL) based decentralized privacy protection architecture for Industrial 680

IoT. The network nodes don’t have to share private information with the FL approach 681

and train the algorithms locally using the global training model. The authors have also 682

addressed the vulnerabilities of traditional FL-based solutions in current literature that are 683

susceptible to security attacks from the participants’ side while they are in the learning 684

phase. To address the shortcomings of FL in literature and evaluate the efficiency of 685

the proposed architecture, the authors have proposed architecture in two parts first part 686

contains the poisoning attacks based on the Generative Adversarial Networks (GAN) and 687

Federated GAN. For the counter-measure solution, the authors have utilized Byzantine 688

Median (BM) and Byzantine Krum (BK) to detect these malware attacks and to ensure 689

network reliability at the server-side. The proposed architecture provides 8% more accuracy 690

than the existing architectural solutions [96]. 691

As the IIoT is growing due to high scale data sensing, processing, and storage, many 692

adversarial attacks are breaking the security barriers to access the user data, steal it, and 693

inject different malware and other malicious codes. Some of the increasing attacks are DoS, 694

DDoS, Advanced Persistent Threat (APT), and modern botnets. To solve these issues, the 695

authors in [97] have proposed a Convolutional Neural Networks (CNN) based botnet and 696

malware detection architecture to ensure security and privacy while also addressing the 697

interoperability and scalability at the network layer. The proposed architecture uses the 698
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hybrid Long short-term memory and CNN-based DL approach by utilizing the publicly 699

available datasets. It provides efficient results in terms of accuracy and speed. 700

3.3.5. 5G Technology 701

Ludwig et al. have proposed a 5G architecture based on the 5G use cases in various 702

industries such as Smart Production, Condition Monitoring, Distributed Sensing, and 703

Automated Guided Driving. The proposed architecture consists of different edge devices 704

connected to the public and private base stations via eMBB, uRLLC, and mMTC wireless 705

mechanisms of 5G. The authors have also included the Software-Defined Networking 706

(SDN) in their architecture for the reliable communication using effective management of 707

network resources [98]. 708

The authors in [99] have further addressed the network scalability in their proposed 709

solution. Due to the high number of IIoT devices, the existing architectures are not provid- 710

ing low latency and reliable communication with high scalability. This issue has resulted 711

in the creation of Mobile Edge Computing (MEC); however, the MEC-based architectures 712

present in the literature face diverse nature of components and technologies, complex de- 713

velopment of IIoT systems, lack of flexibility, and poor mobility. In this regard, the authors 714

have proposed the MEC architecture by combining the docker container technology. The 715

runtime instances of the Docker images run independently, and the containers map the 716

physical components with the virtual environment. While the 5G provides low latency and 717

reliable communication, the docker containerization makes the mobility of the proposed 718

architecture efficient and ensures high scalability. 719

The authors in [100] have addressed more key IIoT requirements in their proposed 720

conceptual architecture by addressing the security and privacy features along with low 721

latency, scalability, and reliable communication. The proposed framework architecture for 722

Smart Manufacturing addresses the IIoT requirements based on its six architectural layers. 723

Wang et al. in [101] propose an experimental Quality of Service (QoS) and secure 724

privacy preserved Industrial IoT architecture based on 5G technology and Federated Learn- 725

ing. The 5G brings reliability and low latency, while the FL further improves the latency 726

and deals with load-balancing and privacy leakage issues. The minimum possible routing 727

paths are selected in the model to attain the minimum latencies. Like [100], this proposed 728

solution addresses many requirements; however, it doesn’t address the interoperability 729

features for the reusability of data and machine to machine communication in IIoT systems. 730

According to Jiang et al. in [102], the communication among the network elements 731

is not secured until the trustworthiness of all partners is not ensured. In this regard, 732

the authors in [103] have combined a trust and authentication method in their proposed 733

5G technology-based architecture for the network components to cope with security and 734

privacy issues due to the exponential growth of data. The proposed solution uses Advanced 735

Encryption Standard (AES) based encryption method to ensure the secure data transfer 736

between the participants. Furthermore, the Dempster Shafer Theory (DST) method in the 737

architecture allows the reliability and trustworthiness of the collected data from sensors. 738

While 5G technology provides the high bandwidth for low latency, the network scalability 739

is achieved by using the gateway with the help of a cloud server. 740

In [58], the authors have proposed a 5G enabled IIoT architecture named Smart 741

Networks for Industry (SN4I) to address the increasing use of Industry 4.0 in industrial 742

manufacturing. The proposed architecture addresses the interoperability and heterogeneity 743

issues such as lack of dynamicity due to the static utilization of components for a fixed 744

solution. By enabling network interoperability, this architecture ensures the reusability of 745

resources. It secures Wireless Sensor Networks (WSN) by blocking unauthorized access 746

within the network using the Hidra Server access control protocol mechanism. The SDN 747

and NFV technologies in the proposed solution ensure the interoperability and scalability 748

of the system. Moreover, Wireless Sensor Networks (WSN) technology is also used to 749

further improve network scalability. 750
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3.3.6. Wireless Sensor Networks (WSN) 751

In [104], the authors have proposed a general-purpose two-tier wireless architecture 752

for the reliable and ease of implementation efforts of Industrial IoT. The upper tier in 753

the proposed model is responsible for the information exchange between the network 754

nodes based on wireless and wired communication. The QoS configuration of the switch 755

allows the control of communication and bandwidth quality, whereas the communication 756

is possible with the help of TCP/IP/UDP protocols. The architecture is suitable for the 757

MODBUS and OPC-UA-based communication between the machines. The lower tier 758

contains the Head Devices (HD), which interact with the controllers such as PLCs. Low 759

power and reliable communication are achieved by employing the 6TiSCH-based frequency 760

hopping technique with the ubiquitous connectivity based on IPv6 with Wireless Sensor 761

Networks. The authors have tested the proposed architecture by using Raspberry Pi as the 762

Head Device (HD) connected to the remote I/O terminals using the M2M protocols. 763

4. Observations and Discussion 764

4.1. Experimental vs Conceptual architectures 765

Aside from reference architectures, we have reviewed the proposed IIoT architectures 766

by dividing them into two categories of Experimental and Conceptual. The researchers 767

have proposed technical architectural hierarchy levels in their solutions. In experimen- 768

tal architectures, the authors have performed real-time experiments on their proposed 769

models either by testing and evaluating the hardware-based prototypes or by testing the 770

simulations in the virtual environment. The conceptual architectures are based on the- 771

oretical knowledge without performing any experiments. Figure 7 shows the research 772

trend in presenting the architectures from 2015 to 2022. The reference architectures have 773

laid the foundation of proposed architectures in the literature, and the focus on providing 774

experiment-based architectures is increasing over time. 775

Figure 7. Conceptual and Experimental architectures in literature

4.2. Comparison of proposed architectures in literature 776

Researchers in literature have proposed various architectures to address the main 777

IIoT challenges and requirements. Table 3 highlights the work of each architecture in 778

the literature reviewed in addressing the features of Scalability, Interoperability, Security, 779

Privacy, Reliability, and Low latency for Industrial IoT. Based on the literature reviewed 780

in this paper, there is a research gap in addressing all these requirements collectively. 781

Although the IIoT architecture in [81] addresses all the features, the authors have presented 782

this architecture based on the theoretical approach, not the practical. 783
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Table 3. Comparison of IIoT architectures in literature

Refs Arch. Type Low Latency Security Scalability Reliability Privacy Interoperability

[90] Conceptual X X
[98] Conceptual X X
[89] Conceptual X X X
[93] Conceptual X X X X
[59] Conceptual X X X X X
[87] Conceptual X X X X X
[100] Conceptual X X X X X
[81] Conceptual X X X X X X
[91] Experimental X X
[96] Experimental X X
[83] Experimental X X X
[84] Experimental X X X
[92] Experimental X X X
[99] Experimental X X X
[104] Experimental X X X
[79] Experimental X X X X
[85] Experimental X X X X
[94] Experimental X X X X
[97] Experimental X X X X
[58] Experimental X X X X X
[80] Experimental X X X X X
[86] Experimental X X X X X
[95] Experimental X X X X X
[101] Experimental X X X X X
[103] Experimental X X X X X

Figure 8 shows the focus of current IIoT architectures on addressing the Industrial IoT 784

requirements in order, low latency, security, scalability, reliability, privacy, and interoper- 785

ability. As Industry 4.0 is currently in its initial phase of development with the integration 786

of Industrial IoT, the current literature needs to focus on interoperability for the efficient 787

utilization of resources through machine-to-machine (M2M) communication. 788

Figure 8. Literature focus on key IIoT requirements

4.3. Relation of emerging technologies to key requirements 789

We have extracted the research papers on Industrial IoT architectures with the general 790

keywords to avoid a biased literature review. Based on the literature reviewed in this paper, 791

table 4 shows the use of emerging technologies to address the main IIoT requirements in 792

the literature. While some researchers have used only a single emerging technology along 793
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with standards and protocols to propose a solution, some have utilized more than one 794

emerging technology in their proposed architectures. 795

Table 4. Emerging Technologies in literature

Refs Edge/Fog Blockchain SDN 5G ML WSN

[90] X
[98] X X
[89] X
[93] X
[59] X
[87] X X

[100] X X
[81] X
[91] X
[96] X
[83] X X
[84] X
[92] X X
[99] X X

[104] X
[79] X
[85] X X
[94] X X X
[97] X
[58] X X X
[80] X
[86] X X X
[95] X X X

[101] X X X
[103] X

Apart from the relation between key IIoT requirements and emerging technologies, 796

we also highlight the trend of these technologies in IIoT architectures. Figure 9 shows the 797

use of emerging technologies in presenting architectural solutions. The current literature 798

is heavily focused on utilizing the processing and storage characteristics of Edge/Fog 799

Computing to provide IIoT architectures. Furthermore, the literature is least focused 800

on presenting the architectures based on Wireless Sensor Networks (WSN) and Machine 801

Learning. Researchers are using machine learning to address many specific solutions in 802

Industrial IoT; however, the literature is less focused on providing the architectural models. 803

The Wireless Sensor Networks (WSN) technology is the core part of many Internet of Things 804

(IoT) architectural applications, but it’s less utilized in proposing the IIoT architectures. 805
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Figure 9. Focus on Emerging Technologies in literature

The scope and characteristics of each emerging technology are unique in terms of 806

addressing the challenges in IIoT architectures in literature. Figure 10 highlights the scope 807

of each emerging technology in IIoT architectures. Researchers are using the edge and 808

fog computing to solve the main IIoT requirements; however, current literature has not 809

utilized this technology to address all the challenges collectively in an IIoT architecture. 810

Blockchain technology highly addresses the security and privacy issues in IIoT architectures, 811

while some literature also focuses on a few other challenges of scalability, reliability, and 812

interoperability. The information from table 4 highlights that SDN technology is mostly 813

used in combination with other emerging technologies for the reliability and scalability 814

in IIoT architectures. The central network controlling characteristics of SDN enables 815

it to provide Low latency, while some literature has also used SDN for addressing the 816

interoperability issues. The adoption of 5G technology in IIoT architectures provides high- 817

speed features with minimal latency compared to the other technologies. 5G also addresses 818

the scalability and reliability challenges in IIoT architectures. The use of machine learning 819

(ML) in IIoT architectures preserves data privacy from unauthorized access and ensures 820

network security. The integration of Wireless Sensor Networks (WSN) technology in IIoT 821

architectural solutions is addressing three challenges, low latency, reliability, and scalability. 822

WSN extensively addresses the scalability requirements as compared to other features. 823
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Figure 10. Scope of Emerging Technologies in IIoT architectures

5. Conclusions and Future Work 824

In this paper, we presented a state-of-the-art review on IIoT reference architectures 825

from organizations and proposed architectures in literature, the main IIoT requirements 826

for the end-to-end implementation, and the emerging technologies used in architectural 827

solutions to address these requirements and challenges. Each reference architecture has 828

specific characteristics of industrial use case applications, system topology, services, data 829

processing, storage, and computation abilities. The selection of particular reference archi- 830

tecture depends on the required full-stack IIoT solution under specific industrial scenarios. 831

We identified that the main IIoT issues addressed in various research papers are scalability, 832

interoperability, security, privacy, reliability, and low latency. These are the main require- 833

ments that affect the deployment of Industrial IoT in real-time. We also identified the use 834

of Edge/Fog Computing, Blockchain, SDN, 5G, Machine Learning, and WSN technologies 835

in developing the architectural solutions and their unique characteristics in addressing 836

the challenges. Each research paper uses one or more emerging technologies for layered 837

architecture. We also highlighted the literature focus on utilizing these technologies and 838

addressing the challenges. 839

On the other hand, each IIoT architecture addresses at least two main requirements, 840

either with a conceptual approach or with simulations/hardware-based experimental 841

approach. The authors in [81] have addressed all the mentioned requirements based on 842

the theoretical model, not the practical solution. Meanwhile, the literature is trending 843

towards presenting more experimental architectures over the time. We have described the 844

prospectice research directions which can contribute to the flexible deployments of IIoT 845

systems. There is a need to present a common IIoT architectural framework that addresses 846

all the applications in IIoT under harsh industrial conditions and provides secure and 847

reliable integration from the factory floor up to the enterprise level. 848
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