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Abstract: 
The deep energy method (DEM) employs the principle of minimum potential energy to train neural network models to predict 
displacement at a state of equilibrium under given boundary conditions. The accuracy of the model is contingent upon choosing 
appropriate hyperparameters. The hyperparameters have traditionally been chosen based on literature or through manual iterations. 
The displacements predicted using hyperparameters suggested in the literature do not ensure the minimum potential energy of the 
system. Additionally, they do not necessarily generalize to different load cases. Selecting hyperparameters through manual trial and 
error and grid search algorithms can be highly time-consuming. We propose a systematic approach using the Bayesian optimization 
algorithms and random search to identify optimal values for these parameters. Seven hyperparameters are optimized to obtain the 
minimum potential energy of the system under compression, tension, and bending loads cases. In addition to Bayesian optimization, 
Fourier feature mapping is also introduced to improve accuracy. The models trained using optimal hyperparameters and Fourier 
feature mapping could accurately predict deflections compared to finite element analysis for linear elastic materials. The deflections 
obtained for tension and compression load cases are found to be more sensitive to values of hyperparameters compared to bending. 
The approach can be easily extended to 3D and other material models. 

Keywords: Elasticity; Machine learning; Minimum potential energy; Partial differential equations (PDEs); Physics-informed 
neural network

1. Introduction

With the advancement in computational technology and complexity in design, engineers seek to predict the component’s 
performance before manufacturing it. These predictions involve complex boundary value problems (BVP), which require solutions 
to partial differential equations (PDEs). Typically, these PDEs are solved through numerical approximations. In solid mechanics, 
conventional methods to solve PDEs include mesh-free methods1,2, finite element analysis (FEA)3, and isogeometric analysis4,5. 
However, these methods are posed with challenges such as obtaining robust and accurate solutions for ill-posed, high-dimensional, 
or coupled problems, to name a few. 
Machine learning methods are rapidly developing as an alternative to traditional approaches to overcome the issues mentioned 
above. Machine learning methods can be classified as data-driven models6–16 and physics-informed neural networks (PINNs)17–24. 
In data-driven models, data from experimental and computational results are used to train the models. Although this method can 
capture complex physical phenomena, the amount of data required to train the models, data quality, and data generation process 
impede its widespread implementation25. Another application of data-driven models in mechanics is to provide an automated 
framework for predicting constitutive models for material behavior, as discussed by Flaschel et al.26 , Yang et al. 27 and Chen28. 
Alternatively, PINNs with automatic differentiation were first introduced by Raisi et al.17. They used a deep neural network (DNN) 
to train the model based on physical laws at random points in the domain. PINNs hold several advantages over data-driven models 
as they do not necessarily require data labeling. Even if data are used in addition to the physical laws, PINNs do not need large 
quantities of datasets compared to entirely data-driven models. Two types of PINNs models are rapidly developing in solid 
mechanics: deep collocation method (DCM)22–24,29 and deep energy methods (DEM)30–32. In DCM, residuals of strong form define 
the loss function at points sampled from the physical domain, corresponding boundary, and initial conditions (collocation points). 
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This method, introduced by Raisi et al.17, has been extended and improved by researchers33,34. Haghighat et al. have used a PINN 
technique to solve the equations of coupled flow and mechanical deformation in porous media for single-phase and multiphase 
flows35. Though the DCM has been widely successful in predicting outcomes, the approach requires higher-order gradients than the 
DEM. 
Exploring applications of deep neural networks (DNN), Weinan and Bing36 developed the deep ritz method to solve variational 
problems. Nguyen-Thanh et al.31 expanded the work proposed by Weinan and Bing to develop DEM. In DEM, the system’s potential 
energy, expressed as a loss function, is minimized to predict the system’s displacements. The DEM method is suited for problems 
where an energy functional exists and reduces dependencies on PDEs of the base function. Implementation of DEM for several 
BVPs has been reported in the literature 30,32,37. Extending this work, Fugh et al.38 demonstrated that DEM and DCM fail to accurately 
resolve displacement and stresses at stress concentration regions. To overcome this issue, they proposed modified DEM (mDEM), 
in which they added stresses to the loss function. The modification allowed the successful resolution of stresses around the stress 
concentration regions. Abueidda et al.39 enhanced the model by developing PINN that combines residuals of the strong form and 
the system’s potential energy. The proposed formulation yielded a loss function with many loss terms. As a result, the coefficient 
of variation weighting scheme was also introduced in the loss function to assign the weight dynamically and adaptively for each 
term. 
The accuracy of the DNN-based algorithms described above depends on the hyperparameters selected for the model. These 
hyperparameters define the architecture of the DNN and affect the weights and biases obtained while training the models. The 
optimal values of hyperparameters are problem-specific and may not be the same for different BVPs. Due to this, recent results 
demonstrate that challenges in the optimization of hyperparameters in large and multi-layered models impede scientific progress40. 
Tuning these hyperparameters through manual trial and error is time-consuming. As a result, researchers have employed grid search, 
random search, and optimization algorithms to obtain best combination of hyperparameters 21,40–43. Still, the studies on optimizing 
hyperparameters and architectures of PINNs for solving mechanics problems remain uncommon.  
This paper utilizes DEM and develops a systematic approach using Bayesian optimization algorithms and random search to identify 
optimal values for hyperparameters when using the PINN method. A two-loop framework is employed for the hyperparameter 
optimization process to search a non-convex optimization space containing both discrete and continuous variables.  
Also, Fourier feature mapping was employed to improve the model’s accuracy. Tancik et al.44 showed that passing input points 
through a simple Fourier feature mapping enables a multilayer perceptron (MLP) to learn high-frequency functions in low-
dimensional problem domains. However, based on the neural tangent kernel (NTK) theory, they have indicated that a standard MLP 
fails to learn high frequencies. Therefore, they have employed a Fourier feature mapping to mitigate this spectral bias to transform 
the effective NTK into a stationary kernel with a tunable bandwidth. The modifications done in our paper demonstrate significant 
improvement in displacement and strain distribution obtained for 2D load cases for elastic materials compared to results obtained 
when hyperparameters specified in the literature were used. Though the current study focuses on 2D- plane stress elastic materials, 
the approach can easily be extended to 3D and to materials with non-elastic material properties (e.g., hyperelastic materials)  
The paper is divided into six sections. Section 2 details governing equations for BVPs and DEM. The modifications to the DEM 
process to improve its performance are described in Section 3. Section 4 compares the hyperparameters obtained for three different 
load cases (uniform compression, uniform tension, and uniform bending). The best hyperparameters obtained in Section 4 are used 
to solve numerical problems involving different geometry, partial loading, and 2D cross-section with a hole in the geometry in 
Section 5. Finally, we conclude the paper in Section 6 by stating important observations and highlighting possible future work 
directions.  

2. Mathematical formulation 
2.1 Boundary value problem 

Let us consider an elastic body B ⸦ ℝ2 bounded by the boundary ∂B in the initial configuration, as shown in Figure 1. The body is 
subjected to the Dirichlet boundary and Neumann boundary conditions on boundaries ∂Bu and ∂Bt, respectively, such that ∂Bu∪∂Bt 
= ∂B and ∂Bu∩∂Bt= ∅. Due to the applied boundary conditions, the body undergoes deformations which can be found using the 
following governing equations, assuming negligible inertial forces: 
Equilibrium:   𝛁𝛁𝑥𝑥𝝈𝝈 + 𝒇𝒇𝑏𝑏 = 0           𝑖𝑖𝑖𝑖 𝐵𝐵 
Dirichlet boundary:  u=𝒖𝒖�                            on ∂Bu   
Neumann boundary:  σ.n = 𝒕𝒕�                          on ∂𝐵𝐵𝑡𝑡  
where σ and 𝒇𝒇𝑏𝑏 denote Cauchy stress tensor and body force, respectively. 𝒏𝒏 is the outward normal along the boundary 
𝐵𝐵𝑡𝑡 , 𝒖𝒖 is the displacement field, and 𝒖𝒖� is displacement prescribed on ∂Bu. In the case of linear elastic materials, the Cauchy stress 
tensor is related to the linear strain tensor using Hooke’s law (equation 4). 
 𝜎𝜎𝑖𝑖𝑖𝑖 =  𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝜖𝜖𝑘𝑘𝑘𝑘 

(1) (2) 
(3) 

(4) 
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where 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  is the fourth-order stiffness tensor. The stiffness tensor for linear elastic material can be calculated using elastic 
material’s strain energy density function (𝜓𝜓) (Equation 5). 

 
Figure 1: Solid body with boundary conditions. 
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In the above equations, 𝜇𝜇 and 𝜆𝜆 are the Lame’s constants. The strain tensor (small deformations) relates to displacements 
by: 

𝝐𝝐 =
1
2

(∇𝒖𝒖 + ∇𝒖𝒖𝑇𝑇) 

In the case of 2D plane stress condition, the relation between Cauchy stress tensor and strain tensor can be reduced to:  

�
𝜎𝜎𝑥𝑥𝑥𝑥
𝜎𝜎𝑦𝑦𝑦𝑦
𝜎𝜎𝑥𝑥𝑥𝑥

� = �
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𝜆𝜆 2𝜇𝜇 + 𝜆𝜆 𝜆𝜆
0 0 2𝜇𝜇
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𝜖𝜖𝑥𝑥𝑥𝑥
𝜖𝜖𝑦𝑦𝑦𝑦
𝜖𝜖𝑥𝑥𝑥𝑥

� 

2.2 Principle of minimum potential energy 

The boundary value problem stated above is the strong form of the governing equations, which can be challenging to solve. As a 
result, a weak form based on the principle of minimum potential energy is often employed. According to the principle of minimum 
potential energy, out of all the possible kinematically admissible deformations, a conservative structural system assumes 
displacements that minimize total potential energy at equilibrium 45. For a linear elastic body (shown in Figure 1), the total energy 
of the system can be expressed as: 

Π = 𝑈𝑈 −𝑊𝑊 =  �𝜓𝜓(𝝐𝝐)𝑑𝑑𝑑𝑑
𝐵𝐵

− �𝒇𝒇𝑏𝑏 .𝒗𝒗 𝑑𝑑𝑑𝑑
𝐵𝐵

−  �𝒕𝒕�.𝒗𝒗 𝑑𝑑𝑑𝑑 
∂𝐵𝐵𝑡𝑡

 

where U is the system’s internal energy, W is the energy due to externally applied load, and 𝒗𝒗 is a kinematically admissible 
displacement field. The total potential energy is treated as the loss function (ℒ) in DEM, with an objective to obtain 𝒗𝒗 such that the 
system’s potential energy is minimum.  

ℒ(𝒗𝒗) =  min
𝒗𝒗∈𝐻𝐻

Π(𝒗𝒗) = �𝜓𝜓(𝝐𝝐)𝑑𝑑𝑑𝑑
𝐵𝐵

− �𝒇𝒇𝑏𝑏 .𝒗𝒗 𝑑𝑑𝑑𝑑
𝐵𝐵

− �𝒕𝒕�.𝒗𝒗 𝑑𝑑𝑑𝑑 
∂𝐵𝐵𝑡𝑡

 

where H is the space of admissible functions. The Gauss-quadrature integration rule (described in Appendix A) was 
employed to calculate integrations listed in Equation 10. 

2.3 Architecture for DEM 

The DEM consists of a feedforward artificial neural network (ANN), as shown in Figure 2. ANN can be used as universal 
approximators for a number of functions 46,47. In general, ANN consists of sets of neurons arranged in layers. Each neuron is 
connected to all the neurons in adjacent layers. The number of layers (N) and neurons in each layer are predefined according to 
specific applications. In DEM, the number of neurons in the first and last layer (also known as input and output layers, respectively) 
is determined by the system’s dimension (two in the case of 2D and three in 3D). The programmer predefines the number of neurons 
in the layers between the input and output layers (also called hidden layers).  

(8) 

(9) 

(10) 

(5) 

(7) 

(6) 
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Mathematically, the value of each neuron connecting the previous layer (𝑛𝑛𝑙𝑙−1) is calculated using a linear combination of weights 
(w) and biases (b), as shown in Equation 11. An activation function (φ: ℝ→ ℝ) then operates on the calculated value to determine 
the value passed by the neuron.  
𝒛𝒛𝑙𝑙� = 𝜑𝜑(𝒘𝒘𝑙𝑙𝒛𝒛𝑙𝑙−1 + 𝒃𝒃𝑙𝑙) 
The values of weights and biases are determined such that the loss function (ℒ�𝑧𝑧𝑙𝑙� (𝑤𝑤, 𝑏𝑏)� or ℒ(Θ)) is minimized. In a so-
called backpropagation procedure, an optimization algorithm can be used to iterate over the loss function to predict values 
of weights and biases such that:  
𝚯𝚯∗ =  𝑎𝑎𝑎𝑎𝑎𝑎Θ 𝑚𝑚𝑚𝑚𝑚𝑚 ℒ(𝚯𝚯) 
Limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) algorithm is used in the examples shown in the 
following sections to minimize the loss function and demonstrate the performance of DEM. However, other algorithms 
can also be used. The backpropagation capabilities of PyTorch are used to calculate gradients of the loss function. 
In the above description, parameters like the number of layers and number of neurons in each layer need to be defined before ANN 
can be trained. These parameters, called hyperparameters, define the architecture of the ANN and control the learning process of 
the model. It is essential to obtain optimal values for the hyperparameters to obtain a minimum value for the loss function. The 
number of hyperparameters and their values vary according to the given problem statement. Thus, it can be time-consuming to 
predict optimal values for these parameters. Six hyperparameters based on the architecture of DEM were determined. These are the 
total number of layers, number of neurons in hidden layers, activation function, standard deviation in predicting weights and biases, 
learning rate for the L-BFGS algorithm, and the number of epochs for the L-BFGS algorithm to achieve convergence.  

 
Figure 2: ANN for DEM (Hyperparameters marked in blue). 

3. Modifications to the deep energy method 

 
Figure 3: The three load cases: (a) uniform compression, (b) uniform tension, (c) and bending. 

We start by implementing the DEM discussed in the work of Nguyan et al.25. The DEM model was developed to predict deflections 
in a 2D elastic rectangular plate under plane stress conditions. An elastic plate of dimensions 4x1 mm2, with Young’s modulus of 
1000 MPa, and the Poisson’s ratio of 0.3, was fixed at one end. Compression, tension, and bending loads were applied on the other 
end of the plate, as shown in Figure 3. The predicted deflections in the plate under the three load cases for plane stress are shown in 

(11) 

(12) 
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Appendix B. We noticed that though displacements predicted by DEM closely matched with displacements obtained from FEM 
along the x-axis, a significant loss in symmetry was observed in predicted displacements along the y-axis, under tension and 
compression. This deviation also resulted in inaccurate predictions of strain.  
Three areas of improvement were identified to overcome this issue and improve the accuracy: (i) improve the accuracy of the 
integration method, (ii) improve performance using learnings from coordinate-based machine learning processes, and (iii) determine 
appropriate values for the hyperparameters listed in Section 2.3. Gauss-quadrature integration was employed to improve the 
accuracy of integration (described in Appendix A). However, a significant increase in accuracy over the trapezoidal rule (used by 
Nguyen-Thanh et al.31) was not observed. Thus, Fourier features mapping and optimization of hyperparameters were simultaneously 
employed to improve the accuracy. Fourier feature mapping was used to improve calculations during training weights and biases 
for ANN, as discussed in section 3.1. The optimal values for hyperparameters were obtained using optimization algorithms discussed 
in Section 3.2.  

3.1 Random Fourier Features 

Fourier transformation helps convert functions dependent on space or time domain into functions dependent on spatial frequency or 
temporal frequency. This transformation is widely used in mathematics and digital image processing to simplify calculations. Tancik 
et al.44 demonstrated that the standard MLP fails to learn high frequencies, and Fourier features mapping can be used to mitigate 
this bias. Wang et al.48 expanded the work of Tancik et al.44 to PINNs, discussed the limitations of PINNs via the neural tangent 
kernel theory, and illustrated how PINNs are biased towards learning along the dominant eigenvectors of their limiting NTK. 
Correspondingly, they have demonstrated that using Fourier feature mappings with PINNs helps modulate the frequency of the 
NTK eigenvectors. 

 
Figure 4: Fourier features mapping in artificial neural network. 

Figure 4 shows the implementation of the Fourier feature mapping. The input layer (coordinates of the training points from the 
physical domain) is passed through a Fourier mapping γ before passing through a multilayer perception. The function γ maps the 
input coordinates to a higher-dimensional hypersphere using a set of sinusoids: 

𝛾𝛾 = [𝑎𝑎1 cos(2𝜋𝜋ℎ𝑙𝑙𝑇𝑇𝑋𝑋) , 𝑎𝑎1 sin(2𝜋𝜋ℎ𝑙𝑙𝑇𝑇𝑋𝑋), … … , 𝑎𝑎𝑚𝑚 cos(2𝜋𝜋ℎ𝑚𝑚𝑇𝑇 𝑋𝑋) , 𝑎𝑎𝑚𝑚 sin(2𝜋𝜋ℎ𝑚𝑚𝑇𝑇 𝑋𝑋)] 
where hi’s are the Fourier basis frequencies used for approximation and ai represent the corresponding coefficients in the 
Fourier series. Here, we adopted Gaussian random Fourier features (RFF). Each entry in h is sampled from a normal 
distribution N (0, σ2), where σ2 is the variance. σ is a hyperparameter that needs to be specified for each problem. 

3.2 Tuning of hyperparameters 

Another area identified to improve the code’s accuracy is tuning the hyperparameters. As described earlier, hyperparameters are a 
set of predefined parameters that control the learning process and affect the model’s accuracy. Best combinations of hyperparameters 
should be used in an ANN to get optimal results. Four primary strategies can be used to obtain the best combinations of 
hyperparameters. These include manual search, grid search, randomized search, and informed search. Out of the four strategies, 
manual search involves varying the hyperparameters manually. This approach can reduce search time if the programmer is familiar 
with the problem and has prior experience with similar models. Otherwise, the manual search can be tedious and time-consuming. 
In the case of the grid search, the search space defined for hyperparameters is divided into grids. All combinations of 
hyperparameters are tested to find the best model. This brute force approach can be time-consuming and increases exponentially 
with the number of variables. The random search is similar to the grid search but reduces the runtime by limiting itself to a predefined 
number of combinations. The search, however, is random and does not guarantee an optimal set of hyperparameters. Lastly, 

(13) 
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informed search utilizes optimization algorithms to obtain the optimal combination for given hyperparameters. The latter is one of 
the most efficient ways to tune hyperparameters if the programmer does not have prior experience with a similar problem. 
A two-loop architecture was employed to develop a systematic approach to tune hyperparameters for DEM, as shown in Figure 5. 
The inner loop runs DEM to obtain weights and biases for the ANN by training the network over the epochs. The optimal weight 
and biases obtained after training the ANN provide minimum potential energy of the system for the given ANN architecture. The 
minimum potential energy of the system is then transferred to the outer loop. The outer loop varies the architecture of ANN by 
varying hyperparameters (thereby varying the minimum potential energy obtained after training ANN). The objective of the outer 
loop is to determine values for the hyperparameters for which minimum potential energy of the system is achieved. 

 
Figure 5: Modified deep energy method. 

Several open-source python libraries have been developed to aid in tuning hyperparameters (example: Scikit-learn, Optuna, Keras 
Tuner, and GPyOpt). For the current study, HyperOpt was chosen as it uses Bayesian optimization algorithms and random search 
to obtain optimal parameters. Bayesian optimization works well in non-convex optimization problems. Another advantage of 
HyperOpt is that it can accommodate different types of variables (continuous, ordinal, categorical), different sensitivity profiles 
(e.g., uniform vs. log scaling), and conditional structure 49. The underlying algorithm used to obtain optimal hyperparameter is 
shown in Figure 5. 

Table 1: Sensitivity profile and range used for various hyperparameters. 
Variable Sensitivity profile Range 

Learning Rate loguniform Exp(0-2) 
Neurons quniform 20-120 
Standard Dev (DNN) uniform 0-1 
Standard Dev (FFT) uniform 0-1 
Epochs for L-BFGS optimizer 

 
quniform 40-150 

Total number of layers quniform 3-5 
Activation function choice Tanh, relu, rrelu, sigmoid 

 
Three main things need to be defined to optimize the hyperparameters: a search domain, an objective function, and the selection of 
an optimization algorithm. Seven hyperparameters were chosen to be optimized and defined in the search space: total number of 
layers, number of neurons in hidden layers, standard deviation while choosing weights and biases, activation function, learning rate 
used for LBFG optimizer, number of iterations for LBFG optimize, and standard deviation used for Fourier features mapping. The 
search range and sensitivity profile used for these parameters are mentioned in Table 1. The descriptions of the four activation 
functions mentioned in Table 1 are provided in Appendix C. A profile of loguniform returns values drawn from the natural log, such 
that the natural log of the returned value is uniformly distributed. Quniform returns discrete values between upper and lower bounds 
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specified for the variable. A uniform profile returns a value uniformly between the upper and lower bounds, and choice is used to 
sample discrete variables where one of the options specified in the variable space is used for sampling. 
The optimization objective was to obtain hyperparameters that minimize the system’s potential energy after training DEM. Two 
optimization algorithms (Tree-structured Parzen Estimator (TPE), adaptive Tree-structured Parzen Estimator (ATPE)) and a random 
search method were used and compared to determine the best process for optimizing hyperparameters. The details about these 
algorithms are given in Appendix D. The performance of DEM after obtaining optimal values obtained under different load cases 
and training algorithms are described in the subsequent section.  

4. Tuning hyperparameters for different load cases 

The proposed framework, described in Section 3, was used to capture the mechanical deformation for three different load cases 
specified in Figure 3 and determine optimal hyperparameters for these different BVPs. The optimized hyperparameters for the three 
load cases obtained using different optimization algorithms are shown in Tables 2-4. All the cases were analyzed using 200x100 
training points over the computational domain, as shown in Figure 6. The error in the predicted values from the ones obtained 
through FEA is calculated using the L2-error, which is defined as follows: 

�| 𝐿𝐿2|� = �∑ ∑  �𝑢𝑢𝑖𝑖(𝐷𝐷𝐷𝐷𝐷𝐷) − 𝑢𝑢𝑖𝑖(𝐹𝐹𝐹𝐹𝐹𝐹)�
2

𝑖𝑖=1,2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
 

Applied boundary conditions and the results for each load case are described in detail in the following subsections. The 
L2-error obtained from the three hyperparameter optimization schemes (TPE, ATPE, and random search) were compared 
with the hyperparameters reported in the literature31. The previously used hyperparameters in the literature are referred to as the 
‘original’ hyperparameters in the paper henceforth. 

 
Figure 6: Positions of training points for all load cases studied in Section 4. 

4.1 Compressive load case  

A uniform compressive load of -50N along the x-axis was distributed uniformly along the right edge of a 4x1 mm2 rectangular plate. 
The left edge of the plate was fixed in all degrees of freedom to obtain hyperparameters under compressive loading. The TPE, 
ATPE, and random search algorithms were employed to predict optimal values for hyperparameters. The results obtained from the 
three algorithms are shown in Table 2. Figure 7 shows the variation in L2-error (on log-scale) when the hyperparameters stated in 
Table 2 are used. As seen in the figure, the L2-error is reduced by a factor of 10-4 when optimal hyperparameters are used. 
The displacements along the x- and y-axis for the three sets of hyperparameters (listed in Table 2) and their deviations from FEA 
are shown in Appendix E. We can notice that hyperparameters obtained from all three algorithms can accurately predict 
displacements up to an order of 10-4 compared to FEA.  

Table 2: Optimized hyperparameters for compressive load case. 
 Optimal Values  

Variable TPE ATPE Random Original 
Learning Rate 5.6322731974 1.7276388866 4.02118946 0.5 
Neurons 110 108 82 30 
Standard Dev (DNN) 0.00399032891 0.008570979503 0.02152887 0.1 
Standard Dev (FFT) 0.76073346011 0.17838495907 0.38436288 - 
Epochs for L-BFGS optimizer 88 93 83 80 
Total number of layers 4 4 5 4 
Activation function  rrelu  rrelu  rrelu thanh 
L2-error 3.385649e-05 6.396267e-05 6.3503781e-05 0.1034885 
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Figure 7: Variation in L2-error for optimal hyperparameters obtained under compressive loads. 

4.2 Tensile load case  

A uniform tensile load of 50N along the x-axis was distributed uniformly along the right edge of a 4x1 mm2 rectangular plate. The 
left edge of the plate was fixed in all degrees of freedom to obtain hyperparameters under tensile load case. The three algorithms 
(TPE, ATPE, and random search) were used to predict optimal hyperparameters. The optimal values for different hyperparameters 
are shown in Table 3. The hyperparameters obtained from random search are the same as those obtained under compression load 
case. 

Table 3: Optimized hyperparameters for tensile load case. 
 Optimal Values  

Variable TPE ATPE Random Original 
Learning Rate 7.018489 1.577630871 4.021189 0.5 
Neurons 108 116 82 30 
Standard Dev (DNN) 0.000702 0.354804634 0.021529 0.1 
Standard Dev (FFT) 0.78729 0.166661609 0.384363 - 
Epochs for L-BFGS optimizer 94 75 83 80 
Total number of layers 4 5 5 4 
Activation function  rrelu  sigmoid  rrelu thanh 
L2-error 4.518824e-05 0.000394658 5.73980385e-05 0.1265225 

 
Figure 8 shows the variation in L2-error (on log-scale) when the hyperparameters stated in Table 3 are used. As seen in the figure, 
the L2-error is reduced by a factor of 10-4 compared to the initial value when TPE and random search algorithms are used and by a 
factor of 10-2 when ATPE is used. The displacements along the x- and y-axis for the three set of hyperparameters (listed in Table 3) 
are shown in Appendix E. We can notice that hyperparameters obtained from all three algorithms can accurately predict 
displacements up to an order of 10-3 compared to FEA. (The error plots are shown in Appendix E.)  
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Figure 8: Variation in L2-Error for optimal hyperparameters obtained under tensile load case. 

4.3 Bending load case 

A uniform bending load of -10N along the y-axis was distributed uniformly along the right edge of a 4x1 mm2 rectangular plate. 
The left edge of the plate was fixed in all degrees of freedom. The three algorithms (TPE, ATPE, and random search) were used to 
predict optimal hyperparameters. The optimal values for different hyperparameters are shown in Table 4.  
Figure 9 shows the variation in L2-Error (on log-scale) for optimal hyperparameters obtained under compressive loads. From Figure 
9, we can notice that, in general, the L2-Error reduces when optimal hyperparameters are used. However, the reduction in the L2-
Error is not as significant as observed in tension and compression load cases. The displacements along the x- and y-axis for the three 
sets of hyperparameters (listed in Table 4) and corresponding deviations from FEA are shown in Appendix E. We notice that the 
hyperparameters obtained from all three algorithms predict displacements accurately up to an order of 10-3 when compared to FEA. 
Tables 2-4 show that the deviation of displacement predicted by DEM when compared to FEA is high for bending load case, even 
for optimal parameters. Also, it can be observed that the displacements in the case of bending are less susceptible to hyperparameters 
when compared to compression and tension load cases. 

Table 4: Optimized hyperparameters for bending load case. 
 Optimal Values  

Variables TPE ATPE Random Original 
Learning Rate 3.7593948 1.661879 1.136364 0.5 
Neurons 120 116 78 30 
Standard Dev (DNN) 0.2298224 0.364806 0.008813 0.1 
Standard Dev (RNN) 0.1494122 0.396999 0.275733 - 
Epochs for L-BFGS optimizer 88 100 95 80 
Total number of layers 5 5 3 4 
Activation function  tanh  sigmoid  relu thanh 
L2-error 0.00117923962 0.00190703372 0.00191749373 0.0031548248 

 

1.00E-05

1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

TPE ATPE Random Original

L 2
-e

rr
or

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 30 June 2022                   doi:10.20944/preprints202206.0414.v1

https://doi.org/10.20944/preprints202206.0414.v1


 10 of 34 
 

 

 
Figure 9: Variation in L2-error for optimal hyperparameters obtained under bending load case. 

5. Transferability of hyperparameters 

Though hyperparameters can be optimized for different load cases and geometry of the plate, as shown in Section 4, the optimization 
process is time-consuming. Thus, in this section, we analyse the transferability of the hyperparameters to different geometries and 
load cases.  

5.1 Transferability of hyperparameters obtained from compression and tension load cases to bending 

The optimal hyperparameters obtained from the random search under tension and compression load cases were used to predict 
displacements under bending loads. Figure 10 shows predicted displacements for all three load cases when hyperparameters obtained 
from the random search under compression and tension load cases are used to define the architecture of DEM. Even though the 
parameters were optimized for compressive load case, we notice that it can also predict deformation under uniform tensile and 
bending loading with L2-error of 5.73980e-05 and 0.0020859, respectively. Figure 12 compares the L2-error obtained using these 
hyperparameters against the optimal ones obtained for bending load case. 

5.2 Transferability of hyperparameters obtained from bending load case to compression and tension  

The hyperparameters obtained from TPE under bending load case are used to predict displacements under compression and tension 
loads. The displacements obtained from this hyperparameter set under the three load cases are shown in Figure 11. From solid 
mechanics, we know that when uniform tensile and compressive loads are applied to a symmetric geometry, the deformation of the 
geometry perpendicular to the applied load should also be symmetric (along the y-axis in this case). From Figure 11, we can notice 
that this condition is not met when tensile and compression loads are applied. As a result, the L2-error is also higher for these loading 
conditions (Figure 12). 
The results presented in sections 5.1 and 5.2 show that the optimal hyperparameters obtained using either tensile or compressive 
load cases are transferable to bending load case. The values of hyperparameters mentioned in table 2 for the random search algorithm 
are used to predict deformation in the following sections. The predicted deflections are compared with the results obtained from the 
finite element analysis undertaken in Abaqus using element type CPS4R. The same mesh density was used between modified DEM 
and FEA.  
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Figure 10: Predicted displacements under compressive (a-b) tensile (c-d) and bending (e-f) loads using optimal hyperparameters 

obtained from Random search (under tensile and compressive load cases). 
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Figure 11: Predicted displacements under bending (a-b), compressive (c-d), and tensile (e-f) loads using optimal hyperparameters 

obtained from TPE (under bending load case). 

 
Figure 12: L2-error using hyperparameters obtained from bending and compression load cases under different loading conditions. 

5.3 Transferability across geometry  
A plate of 1mm x 1mm cross-section was subjected to uniaxial compression, as shown in Figure 13 a. The training points used for 
DEM are shown in Figure 13 b. 
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Figure 13: a) 1mmx1mm plate subjected to compressive loads, b) Training points used for DEM. 

 
Figure 14: a-b displacements obtained predicted from DEM, c-d displacements obtained from FEA, e-f error in displacements. 

From Figure 14, we can conclude that DEM can predict displacement under uniform traction using the optimal hyperparameters 
parameters obtained from uniform compression for geometry other than the one it was obtained for. We also notice again that the 
error in displacements are proportional to the magnitude of displacement in each direction. 

5.4 Transferability to localized traction boundary conditionsIn this example, a load is applied locally on the upper 
right-hand corner of a plate having a 4x1mm2 cross-section (as shown in Figure 15). The same number of domain and 
boundary training points are used in Section 4. The displacement obtained from DEM, FEA, and error in prediction 
compared to FEA are shown in Figure 16. 

 
Figure 15: a) Boundary conditions of the plate under localized traction. b) Training points used for DEM. 
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From Figure 16, we can conclude that DEM can predict displacement under localized traction using the optimal hyperparameters 
parameters obtained from uniform compression. We also notice again that the error in displacements is proportional to the magnitude 
of displacement in each direction.  

 
Figure 16: a-b displacements predicted from DEM, c-d displacements obtained from FEA, e-f error in displacements for localized 

traction. 
5.5 Transferability to plate with a circular hole 

 
Figure 17: Plate with a hole loaded under uniform compression. 

The circular hole, shown in Figure 17, was introduced using passive elements. The passive elements are present during the analysis 
but do not contribute to internal energy. In modified DEM, the passive elements were introduced by multiplying the corresponding 
strain energy of the element with their material density. Since passive elements do not contribute to internal energy, the material 
density corresponding to passive elements was zero. The generalized equation of ellipse (Equation 15) is used to identify passive 
elements in the case of an elliptical and circular hole. 
(𝑥𝑥 − 𝑥𝑥1)2

𝑎𝑎2
+

(𝑦𝑦 − 𝑦𝑦1)2

𝑏𝑏2
= 1 

(x1, y1) represents the ellipse’s center in the coordinate system. The length of the major and minor axis of the ellipse is 
represented by a and b, respectively. A circle is a special case of an ellipse in which a=b=1. 
A uniform compressive load of -10N was applied at the right end of a 4x1mm2 plate with a circular hole of radius 0.25mm 
(as shown in Figure 18). The corresponding displacements were obtained from DEM, FEA, and the error between the two is shown 
in Figure 18. In Figure 18 b, we notice a loss in symmetry in displacement along the y-axis towards the right corner of the plate. 
However, the model trained using hyperparameters obtained from uniform compressive loads can predict displacements, up to an 
order of 10-3, when compared with FEA. 
6 Conclusions 

(15) 
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This paper proposes a two-loop architecture to obtain the best architecture and hyperparameters for DEM. The 
inner loop predicts displacements and potential energy using DEM based on hyperparameters chosen by the 
outer loop. The outer loop receives the system’s potential energy from the inner loop, which is dependent on 
architecture of ANN defined by hyperparameters. The optimization algorithm in the outer loop then searches 
the non-convex optimization space to identify hyperparameters for which minimum potential energy can be 
achieved. A Fourier features mapping is employed in the inner loop (DEM) to improve accuracy and simplify 
calculations. Seven hyperparameters were chosen for the study. It was found that the values of 
hyperparameters identified using this approach and the implementation of Fourier feature mapping produce 
displacements similar to those observed through FEA (with an order of accuracy of O(h-3)). Additionally, 
based on the examples presented in the paper, we can conclude the following: 

- The displacements obtained for tension and compression load cases are more sensitive to hyperparam-
eters than displacements obtained for bending loads. 

- With optimal hyperparameters, the order of accuracy for tension and compression load cases is lower 
than for bending loads. 

- The optimal hyperparameters chosen through compression and tension load cases can predict displace-
ment for various geometry and loading conditions. As a result, the optimal hyperparameters can be 
searched for a single condition (depending on the desired accuracy). 

- The error in predicted displacements is proportional to the magnitude of displacement. 
- In general, Randomized Leaky Rectified Linear Unit (rrelu) was found to be the best choice for acti-

vation function. 
- rrelu, along with five layers and ~80 neurons, produce the least potential energy under all three loading 

conditions. 
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Figure 19: a-b displacements predicted from DEM, c-d displacements obtained from FEA, e-f error in displacements for a plate 

with a hole subjected to uniform traction. 
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Appendix A: Gauss-quadrature integration scheme 

 
Figure A1: Isoparametric mapping  

Gauss-quadrature integration is used in numerical analysis to evaluate the definite integral of a function. An n-point Gauss 
quadrature can accurately evaluate a definite integral for a degree 2n-1 or less polynomial by finding the value of the polynomial at 
the suitable choice of nodes xi. The integration value is found by summing the value of the polynomial at xi for all n nodes after 
multiplying it with their respective weights (Equation 13). Such approach is widely used in FEA. The current study used the 
formulation for isoparametric square elements inspired by FEA to find the system’s internal energy (Equation 14). 

� 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 ≈�𝑤𝑤𝑖𝑖𝑓𝑓(𝑥𝑥𝑖𝑖)
𝑛𝑛

𝑖𝑖=1

1

−1
 

𝑈𝑈 =  �𝜓𝜓(𝑋𝑋)𝑑𝑑𝑉𝑉𝑥𝑥
𝐵𝐵

=  �𝜓𝜓𝑒𝑒(𝑋𝑋)𝑑𝑑𝑉𝑉𝑥𝑥 =  �𝜓𝜓(𝜉𝜉)|𝐽𝐽|𝑑𝑑𝑉𝑉𝜉𝜉
Ω𝜉𝜉

𝑁𝑁

e=1

 

where J is the Jacobian defined by: 

𝐽𝐽 =

⎣
⎢
⎢
⎡
𝜕𝜕𝑋𝑋1
𝜕𝜕𝜉𝜉1

𝜕𝜕𝑋𝑋2
𝜕𝜕𝜉𝜉1

𝜕𝜕𝑋𝑋1
𝜕𝜕𝜉𝜉2

𝜕𝜕𝑋𝑋2
𝜕𝜕𝜉𝜉2 ⎦

⎥
⎥
⎤
 

Isoparametric elements use natural (or intrinsic) coordinate systems to formulate equations defined by the element’s geometry and 
not the orientation or placement of the element in the global coordinate system using shape functions. As shown in Figure 7, 
transformation mapping using the Jacobian matrix is used to develop relationships between the natural coordinates and the 
coordinate system. Shape functions for an isoparametric first order square function are defined as: 

𝑁𝑁1 =
(1 − 𝜉𝜉1)(1 − 𝜉𝜉2)

4
  

𝑁𝑁2 =
(1 − 𝜉𝜉1)(1 + 𝜉𝜉2)

4
  

𝑁𝑁3 =
(1 + 𝜉𝜉1)(1 − 𝜉𝜉2)

4
  

𝑁𝑁4 =
(1 + 𝜉𝜉1)(1 + 𝜉𝜉2)

4
  

The necessary derivatives with respect to the physical coordinate system can be obtained using the chain rule:  

⎩
⎨

⎧
𝜕𝜕𝑁𝑁𝑖𝑖
𝜕𝜕𝜕𝜕
𝜕𝜕𝑁𝑁𝑖𝑖
𝜕𝜕𝜕𝜕 ⎭

⎬

⎫
= 𝐽𝐽−1

⎩
⎨

⎧
𝜕𝜕𝑁𝑁𝑖𝑖
𝜕𝜕𝜉𝜉1
𝜕𝜕𝑁𝑁𝑖𝑖
𝜕𝜕𝜉𝜉2⎭

⎬

⎫
 

Using the above relationship, the strains in the system can be calculated by  
𝜖𝜖 = [𝐵𝐵]{𝑢𝑢} 
where, 

A3 

A1 

A2 

A4 

A5 

A6 
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[𝐵𝐵] =  
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⎢
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𝜕𝜕𝑁𝑁1
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𝜕𝜕𝑁𝑁3
𝜕𝜕𝜉𝜉1

0

0
𝜕𝜕𝑁𝑁3
𝜕𝜕𝜉𝜉2

𝜕𝜕𝑁𝑁3
𝜕𝜕𝜉𝜉2

𝜕𝜕𝑁𝑁3
𝜕𝜕𝜉𝜉1

    

𝜕𝜕𝑁𝑁4
𝜕𝜕𝜉𝜉1

0

0
𝜕𝜕𝑁𝑁4
𝜕𝜕𝜉𝜉2

𝜕𝜕𝑁𝑁4
𝜕𝜕𝜉𝜉2

𝜕𝜕𝑁𝑁4
𝜕𝜕𝜉𝜉1 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

 

The corresponding stresses and strain energy density function are calculated using Equations 8 and 5. The total internal energy is 
the submission of the strain energy density for all elements. 

𝑈𝑈 = �𝜓𝜓(𝜉𝜉)|𝐽𝐽|𝑑𝑑𝑉𝑉𝜉𝜉
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= ���𝑊𝑊𝑖𝑖𝑊𝑊𝑗𝑗𝜓𝜓(𝜉𝜉1, 𝜉𝜉2)|𝐽𝐽|𝑑𝑑𝑉𝑉𝜉𝜉

4

𝑗𝑗=1

4
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Appendix B: Deflections obtained before including Fourier feature mapping and optimizing hyperparameters 
Figures B1 and B2 show the deflection of the plate and strains along the x-axis and y-axis for the three loading conditions (shown 
in Figure 3). From Figure B1, we can notice that the displacement in the y-axis is not symmetric around the middle of the plate 
under compression and tension, which should be the case under symmetric loading. The discrepancy in displacements results in an 
inaccurate prediction of stains in Figure B2. Error in displacements from FEA is shown in Figure B3. Figure B4 shows the results 
obtained from Abaqus50 under three different loading conditions. We can notice that even though the code accurately predicts 
deflections in bending, it has a high error in prediction in the case of compression and tension.  

 
Figure B1: Displacement obtained in x and y directions from DEM without modifications 
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Figure B2: Strains (εxx and εyy) obtained from DEM without modifications for compressive loads (a-b), tension loads (c-d), and 

bending loads (e-f) 
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Figure B3: Error in displacements in x and y directions when compared to FEA 
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Figure B4: Displacements obtained from FEA 
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Appendix C: Activation functions 
 
Tanh: 

𝑦𝑦 =
𝑒𝑒𝑥𝑥 − 𝑒𝑒−𝑥𝑥

𝑒𝑒𝑥𝑥 + 𝑒𝑒−𝑥𝑥
 

Rectified linear activation function (ReLU): 
𝑦𝑦 = �𝑥𝑥0   𝑥𝑥 ≥ 0

𝑥𝑥 < 0  

Randomized rectified linear activation function (RReLU): 

𝑦𝑦 = � 𝑥𝑥
𝑎𝑎 ∗ 𝑥𝑥    , 𝑥𝑥 ≥ 0

, 𝑥𝑥 < 0  

where, a is a random number sampled from a uniform distribution 
Sigmoid: 

𝜎𝜎(𝑥𝑥) =
1

1 + 𝑒𝑒−𝑥𝑥
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Appendix D: Hyperparameters optimization algorithms 
Two algorithms, tree pazen estimator (TPE) and adaptive tree pazen estimator (ATPE) are used to obtain optimal hyperparameters. 
Both algorithms are based on the Bayesian optimization technique. Bayesian optimization used the Bayes theorem to direct the 
search for optimal parameters to an objective function’s global maximum or minimum value43. A probability-based surrogate model 
of the objective function is constructed from the posterior probability distribution to direct the search. The surrogate model is used 
to select possible candidates to be sampled. The surrogate model is then updated based on the sampled points. The process continues 
till the termination criterion for the algorithm is met. Bayesian optimization is beneficial when evaluations of the objective function 
are costly and the search space is non-convex 43.  
The main algorithm for tree pazen estimator (TPE) and adaptive tree pazen estimator (ATPE) is shown below. The readers are 
directed to publications by Bergstra et al.51and Wen et al.52 for a detailed description of TPE and ATPE, respectively. 
D.1 Tree pazen estimator 
TPE was proposed by Bergstra et al. 51. The estimator models both p(x|y) and p(y) to reduce computations. It transforms the prior 
distribution of the search space into truncated Gaussian distribution and modifies the posterior distribution based on observations. 
It then sorts the target value (y) and divides it into two, as shown in Equation D1.  

𝑝𝑝(𝑥𝑥|𝑦𝑦) = � 𝑙𝑙(𝑥𝑥)
𝑔𝑔(𝑥𝑥)   ,𝑦𝑦 < 𝑦𝑦∗

,𝑦𝑦 ≥ 𝑦𝑦∗  

Where 𝑦𝑦∗ is the boundary used to segregate the target value, 𝑙𝑙(𝑥𝑥) is the density formed by observations that are less than 
𝑦𝑦∗and g(x) is the density formed by the remaining observations. The TPE algorithm chooses 𝑦𝑦∗ to be some quantile γ of 
the observed y values so that p(y < y∗ ) = γ. The next promising point is chosen based on the criterion of Expected Improvement 
(EI)53. 

𝐸𝐸𝐸𝐸𝑦𝑦∗(𝑥𝑥) = � (𝑦𝑦∗ − 𝑦𝑦)𝑝𝑝(𝑦𝑦|𝑥𝑥) 𝑑𝑑𝑑𝑑
𝑦𝑦∗

−∞
= � (𝑦𝑦∗ − 𝑦𝑦)

𝑝𝑝(𝑦𝑦|𝑥𝑥)𝑝𝑝(𝑦𝑦)
𝑝𝑝(𝑥𝑥)

𝑑𝑑𝑑𝑑
𝑦𝑦∗

−∞
 

The main algorithm is shown in Figure D.1. 
Algorithm 1: Tree pazen estimator 

Input: Configuration space, Objective function 
Output: Sample and evaluate some points, construct observation set D; (xi, yi)∈ D 
Start: 

1. Fit D by probabilistic surrogate model 
2. Determine the next point to be evaluated based on EI (xi+1) 
3. Evaluate the chosen point (yi+1) 
4. Update the observation set D 
5. Increment i 

if i<n: go to step 1 
Else: Output the best hyperparameters and function values 
End 

Figure D.1 Algorithm for TPE 

D.2 Adaptive tree pazen estimator 
 

D1 

D2 
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Figure D.2 Work for ATPE 

An adaptive warm-up process is used for TPE to generate the initial evaluation set D in the case of ATPE52. The warm-up process 
adjusts the interval width (wn) for hyperparameters according to equation D.3. 

𝑤𝑤𝑛𝑛 =

⎩
⎪
⎨

⎪
⎧ 𝑤𝑤𝑛𝑛 ∗

1
1 + 0.075𝑛𝑛

𝑤𝑤𝑛𝑛 ∗
1

1 + 0.075𝑛𝑛
∗

𝑦𝑦𝑛𝑛𝑛𝑛𝑛𝑛
(𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚 + 𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚)

2

   
, 𝑖𝑖𝑖𝑖 𝑦𝑦𝑛𝑛𝑛𝑛𝑛𝑛 ≤

(𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚 + 𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚)
2

, 𝑖𝑖𝑖𝑖 𝑦𝑦𝑛𝑛𝑛𝑛𝑛𝑛 >
(𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚 + 𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚)

2

 

where, ymean and ymedian are the mean and median of objective function values in the observation dataset, respectively. W0 is the 
initial interval width, and ynew is the newest value of the objective function. If the updated interval exceeds the original range, the 
original interval width is used for the subsequent evaluation. ATPE consists of three modules: adaptive warm-up process, TPE, and 
EI. Figure D.3 shows the algorithm used for the adaptive warm-up process, and Figure D.2 depicts the workflow of the three modules 
used in  ATPE. 
 

Algorithm 2: Adaptive warm-up process 

Input: Configuration space, Objective function, the number of points for the start-up process (m) 
Output: Observation data set D; (xi, yi)∈ D 

1. Sample a point randomly from the configuration space 
2. Evaluate the point and add it to the data set D 

for: i=1 to m 
1. Select the best point (xbest) from the dataset as the interval center 
2. Compute ybest, ymedian from D 
3. Update the interval width wi. If the updated interval is beyond the original range, use the 

original width 
4. Sample one point xi+1 from Θ(xbest, wi) and evaluate it to get yi+1  
5. Update the observation set D 

end for 

D3 
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Return D 

Figure D.2 Algorithm of Adaptive warm-up process for ATPE 
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Appendix E: Displacements and errors for optimal hyperparameters 
 
Hyperparameters optimized under compression boundary conditions. 

 
Figure E-1: Predicted displacements in x and y directions for different optimal hyperparameters obtained when uniform 

compression load is applied 
a-b Predicted displacements under compressive loading for hyperparameters obtained using the TPE algorithm. 

c-d Predicted displacements under compressive loading for hyperparameters obtained using the ATPE algorithm. 
e-f Predicted displacements under compressive loading for hyperparameters obtained using Random search 
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Figure E-2: Error in predicted displacements in x and y directions for different optimal hyperparameters obtained when uniform 

compression load is applied 
a-b Error in prediction for hyperparameters obtained using the TPE algorithm. 

c-d error in prediction for hyperparameters obtained using the ATPE algorithm. 
e-f Error in prediction for hyperparameters obtained using Random search 
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Hyperparameters optimized under tensile loading.  
 

 
Figure E3: Predicted displacements in x and y directions for different optimal hyperparameters obtained when uniform tensile 

load is applied.  
a-b Predicted displacements under tensile loading for hyperparameters obtained using the TPE algorithm. 

 c-d Predicted displacements under tensile loading for hyperparameters obtained using the ATPE algorithm.  
e-f Predicted displacements under tensile loading for hyperparameters obtained using Random search 
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Figure E-4: Error in predicted displacements in x and y directions for different optimal hyperparameters obtained when uniform 

tensile load is applied 
a-b Error in prediction for hyperparameters obtained using the TPE algorithm. 

c-d error in prediction for hyperparameters obtained using the ATPE algorithm. 
e-f Error in prediction for hyperparameters obtained using Random search 
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Hyperparameters optimized under bending boundary conditions. 

 
Figure E5: Predicted displacements in x and y directions for different optimal hyperparameters obtained when uniform bending 

load is applied.  
a-b Predicted displacements under bending loading for hyperparameters obtained using the TPE algorithm. 

 c-d Predicted displacements under bending loading for hyperparameters obtained using the ATPE algorithm.  
e-f Predicted displacements under bending loading for hyperparameters obtained using Random search 
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Figure E-6: Error in predicted displacements in x and y directions for different optimal hyperparameters obtained when uniform 

bending is applied 
a-b Error in prediction for hyperparameters obtained using the TPE algorithm. 

c-d error in prediction for hyperparameters obtained using the ATPE algorithm. 
e-f Error in prediction for hyperparameters obtained using Random search 
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