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Abstract: This paper proposes a parameter coordination optimization design of Power System 
Stabilizer (PSS) based on an improved Quasi-Affine Transformation Evolutionary (QUATRE) al-
gorithm to suppress low-frequency oscillation and improve the dynamic stability of power system. 
To begin, the Simulated Annealing (SA) algorithm randomly updates the globally optimal solution 
of each QUATRE iteration and matches the inferior solution with a certain probability to escape the 
local extreme point. This new algorithm is first applied to power system. Second, Since damping 
ratio is one of the criteria to measure the dynamic stability of power system, this paper sets the 
objective function according to the principle of maximization of damping coefficient of electro-
mechanical mode, and uses SA-QUATRE to search a group of global optimal PSS parameter com-
binations to improve the stability margin of the system as much as possible. Finally, the method's 
rationality and validity were validated by applying it to the simulation examples of IEEE 
4-machine 2-area system with different operation states. The comparison with the traditional op-
timization algorithm shows that the proposed method has more advantages for multi-machine PSS 
parameter coordination optimization, and can restrain the low-frequency oscillation of power sys-
tem more effectively and enhance the system stability. 

Keywords: Simulated annealing quasi-Affine Transformation Evolutionary (SA-QUATRE) ; Coor-
dinated optimization design; Power system stabilizer 
 

1. Introduction 
In recent years, the continuous operation of large generator sets and the large-scale 

use of high-gain and fast excitation system have improved the transient level of the sys-
tem, but also caused the problem of low frequency oscillation of the power system due to 
insufficient damping, which has increasingly become an important factor restricting the 
overall interconnection of the power grid [1-3]. Power system stabilizer (PSS) can not 
only offset the negative damping torque generated by the regulator, but also provide 
additional positive damping for the system, which is the most efficient and economical 
measure to suppress the low-frequency oscillation of the power system [4-5]. Especially 
in the context of large power grid, PSS has been widely used. The configuration of PSS, 
that is, the research theory of installation site has been perfected, and another key issue is 
the parameter coordination, which is also one of the hot topics discussed by scholars.  It 
is shown that the damping of local and interval oscillation modes can be optimized to a 
certain extent if the PSS can obtain appropriate parameters [6]. 

In control theory, the phase compensation approach can be used to design a power 
system stabilizer, but for multiple power system stabilizers in the system, the traditional 
phase compensation method usually carries out parameter setting sequentially, which 
will inevitably cause the interaction effect between each stabilizer [7]. To overcome this 
phenomenon, some studies have pointed out that the parameter tuning of PSS is equiv-
alent to an optimal problem based on the eigenvalues of electromechanical modes, that is, 
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to move the eigenvalues to the left half plane of the complex plane as much as possible. In 
recent years, using the global optimization ability of artificial intelligence algorithm to 
solve this phenomenon has provided a new idea for the coordination design of controller 
and has become a hot research topic. Particle swarm optimization (PSO), a basic and 
powerful approach that many researchers have studied and applied into power systems, 
is a commonly used optimization algorithm [8]. In reference [9], PSS parameters are op-
timized based on PSO algorithm. Although the optimization principle is simple, the op-
timized particles in the optimization iteration process are prone to precocity and easily 
fall into local optimum, which is also the common fault of most algorithms. For this rea-
son, reference [10] proposed an improved PSO algorithm based on particle swarm theo-
ry. Although the performance of the algorithm has been improved in a certain extent, the 
particles do not completely tend to the global optimal value, but tend to a relatively good 
value. Ref. [11] proposed the gray Wolf optimization algorithm to optimize PSS param-
eters, which has fewer algorithm parameters and faster convergence speed. However, in 
the later optimization period, with the decrease of population number, the optimization 
rate decreases, and at the same time, it is possible to fall into local optimal.  Therefore, 
Ref. [12] proposed an improved gray Wolf optimization algorithm, which overcomes the 
problem that it is easy to fall into local optimum and strengthens the robustness of the 
algorithm. However, the optimization algorithm search process tends to be complicated, 
so the reliability of the optimization result needs to be further improved. 

In this paper, a method combining Quasi-Affine Transformation Evolutionary algo-
rithm [13] and Simulated Annealing algorithm is proposed to coordinate the optimiza-
tion design of stabilizer parameters of multi-machine power system. The main contribu-
tion of the paper lies in: 

1. The proposed SA-QUATRE algorithm not only overcomes the defect of slow 
convergence of particle cluster optimization algorithm, Moreover, it has stronger coop-
eration and reduces time complexity, and accepts inferior solutions with a certain prob-
ability to avoid falling into local minimum in the process of searching.  

2. To overcome the interaction between power system stabilizers, in this paper, the 
parameter coordination tuning problem of power system stabilizer is transformed into 
the optimal problem based on the characteristic value of oscillation mode and damping 
coefficient, and the dynamic stability of power system is improved.  

3. The validity and feasibility of the proposed method are verified by simulation 
with test function and IEEE 4-machine 11-node system. It can be found that compared 
with the existing multi-machine power system with PSS parameters, the multi-machine 
and multi-node power system with sa-Quatre algorithm designed and optimized under 
stabilizer suppression has better system dynamic performance. 

The rest of the paper is organized as follows, Section 2 introduces PSS structure and 
each link, as well as its transfer function. Objective function and constraints of Parameter 
Optimization of PSS for Multi-machine System. Section 3 introduces the proposed 
SA-QUATRE algorithm in detail and PSS parameter optimization based on it. Section 4 
discusses the simulation example and experiment results. Section 5 gives the final con-
clusion. 

2. Parameter Optimization of PSS for Multi-machine System 
Voltage stabilizers suppress oscillations by adding a signal to the excitation system 

that produces a positive damping torque to offset the negative damping torque produced 
by the Voltage regulator. A typical control of PSS  usually composed of a signal pro-
cessing, an amplification, a high-pass filter, two lead-lags (compensation), and a limiter 
[14]. The principle and excitation system are shown in Fig. 1. Where, taking the rotor an-
gle deviation ∆w  of the generator as the input signal, the PSS and excitation system 
transfer function can be expressed as [15]:  
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Where, the subscript i represents the generator i; sK is the amplification gain, 5T is 
the high-pass filter time constant, usually set as 5s or 10s, in this paper, 5 10=T s ;  Two 
leader-lags are used to eliminate the delay between excitation and electromagnetic 
torque. In practical applications, the two leader-lags can compensate the low frequency 
and high frequency phases respectively.  After each input signal passes through PSS, its 
output signal can provide the corresponding reference voltage for the excitation system, 
and its reference voltage serves as the reference modulation signal provided to the exci-
tation system, so that the negative damping or weak damping caused by the fast excita-
tion system can be compensated accordingly [16-17]. 

( )( )
( )( )

1 3

2 4

1 1
1 1

sT sT
sT sT

+ +
+ + ( )

5

51
sT

sT+ sK w∆

CU

REFU

+
−

+
+

( )1
A

A

K
sT+

max
PSSU

min
PSSU Lead-lag phase 

compensation
High-pass 

filter Amplification 

Proportional 
regulator

max
fdE

min
fdE

fdE

Excitation 
system

PSS

PSSU

 

Figure 1. Excitation system with traditional lead-lag type PSS 

PSS plays an effective role mainly by adjusting sK  and the inertia time constant of 
the lead-lags, and the other parameters for a generator are usually unchanged. Therefore, 
it is necessary to tune parameters reasonably, otherwise the effect of suppressing low 
frequency oscillation will be counterproductive. 

In general, a linear differential equation can be used to describe the dynamic be-
havior of a power system:  

                                   ( ),=x f x u                                   (3) 
Where, the column vector x is the state vector, u is the external input vector, and the 

derivative of the state variable to time is represented by x . When the variables of the 
system remain constant, the system is in equilibrium. The nonlinear system equation can 
then be linearized at the equilibrium point [18], where the equation is as follows: 

                               
∆ = ∆ + ∆
∆ = ∆ + ∆

x A x B u
y C x D u

                               (4) 

Where: ∆x is the state vector, ∆y is the output vector, ∆u is the input vector, A is the 
state matrix, B is the control matrix, C is the output matrix, D is the feedforward matrix. 
For the power system, y is not a direct function of u , that is 0=D . The stability of the 
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system can be determined by judging the position of eigenvalues of the state matrix A on 
the complex plane [19]. 

Many studies show that the generator controller is effective in changing the real part 
of oscillation mode, in the meantime, has little influence on the imaginary part. As shown 
in Fig. 2, the dotted line is equal damping ratio line.  After a lot of engineering practice, 
the Ontario Electric Power Bureau of Canada proposes that =0.03ξ is the critical state in 
normal operation of the power system, so minξ is set as 0.03 in this paper.  In fact, the op-
timization of PSS is to move the eigenvalues of the state matrix of the system to the left 
part of the complex plane through continuous optimization, as far away from the virtual 
axis as possible.  According to this rule, we can define the optimization objective func-
tion of the stabilizer and measure the dynamic characteristics of the system by damping 
ratio of the system. 

Imaginary
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∆
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Figure 2. The left region of s-plane 

                                   In the complex plane, each such conjugate complex root λ σ= +j j djjw  has the 

following relationship with the system damping ratio ξ j : 
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Where n represents the number of operating modes, k is the number of oscillation 
modes, minξ  is the preset minimum damping coefficient, ,ξi j represents the ith electro-
mechanical oscillation mode damping coefficient in the jth operating mode. Combined 
with other constraints, the parameter coordination of PSS can be expressed as the fol-
lowing eigenvalue optimization form : 
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Where: max 50=iK , min 0.1=iK , 1 mi axT = 3 mi axT =1, iK , 1iT and 3iT are three variables 
to be optimized, the remaining parameters are given in advance. 

3. PSS Parameter Optimization Based on SA-QUATRE Algorithm  
The evolution formula of the quasi-affine transformation is analogous to the affine 

transformation in geometry. The affine transformation function ( ): f X Y  in geometry 
is as follows: 

                                     +X MX B                                 (8) 

The evolutionary structure of the QUATRE algorithm is to use +X MX M B . 
Supposing a population of N particles is searching in a D-dimensional space, and X in 
formula (8) is used to represent the particle's position. If the position of particle i 
is 1 2[ , ,..., ]=i DX x x x , and the population size is ps, the population position can be ex-

pressed as 1 2= , ,...,  
T

psX X X X . Then the particle position update formula is as follows: 

                          
( )1 2

 ⊗ + ⊗


= + ∗ −



gbest r r

X M X M B
B X c X X

                          (9) 

Where: B represents the evolutionary guidance matrix, ⊗ represents the bitwise 
multiplication of matrix elements. 1rX and 2rX are generated by randomly arranging the 
row vectors of the matrix X. Their difference is the difference matrix, which is used to 
represent the particle search radius. This search method helps to adapt to different search 
dimensions, c is the coefficient factor or step size of the differential matrix, If the ith par-
ticle obtains the best fitness value, it is recorded as ibestX , then the global best coordinate 
matrix for each particle is: 

                    =[ , ,..., ]
i i i

T
best best best bestX X X X                           (10) 

M is the cooperative search matrix, M  is the incidence matrix of M , M  is the 
core of the algorithm. Because this algorithm transforms all the ordinary individuals of 
the population into the optimal individuals and extends the global optimal individual 
search method to the whole population. Although this operation achieves individual 
equivalence, the complexity of the algorithm will become n times, so the collaborative 
architecture is introduced to reduce the search complexity of the algorithm, which is im-
plemented by the M matrix.  

The M matrix is transformed from its initialization matrix initM . initM  is a 
D-dimensional boolean matrix whose elements of the lower triangular matrix are all 1. Its 
stacking method is determined according to the population size ps, and the dimension D. 
There are three stacking methods: if ps=D, initM  is a lower triangular matrix with 
D-dimensional boolean elements of 1, as shown in Eq.11. If ps=n*D, initM  is n times the 
previous case of vertical stack, if ps=n*D+ k and ps%D=k (% means remainder), the n*ps 
row of initM  is consistent with the second method, and the last k rows are the first k rows 
of the boolean matrix in the first method. After the stacking is completed, the conversion 
is achieved through two consecutive operations. The first step is to randomly arrange the 
row elements of the matrix initM  and perform independent operations on each row el-
ement, The second step is to randomly arrange the row vectors of the matrix without 
changing the row elements [19]. 
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This cooperative structure can effectively solve the defects that individuals in the 
population cannot achieve information sharing and high coordination in the evolution 
process due to the existence of two states of global search and local search. 

Although QUATRE can gain performance advantages and reduce time complexity 
by multiplying the population, it will also fall into a local optimum in the later stage of 
the algorithm due to the reduction of population diversity. The simulated annealing al-
gorithm is a global search algorithm, which accepts the difference with a certain proba-
bility during the search process and jumps out of the local optimum. Based on selecting 
the appropriate temperature parameter T, this paper uses a simulated annealing algo-
rithm to improve QUATRE, which can improve the deficiencies of QUATRE's later local 
optimization, speed up the algorithm's process, and better design the parameters of the 
power system stabilizer. Fig. 3 shows the flow of the improved QUasi-Affine TRansfor-
mation Evolution algorithm. The steps are summarized as follows: 

Step1: Initialize the population and randomly initialize the particle posi-
tion [ ]1 2, ,...,= T

NX X X X , limit the search range, set the difference matrix coefficient 

factor c, and set the initial position as the individual historical optimal solution pbestX of 

each particle as and the optimal global solution gbestX . 

Step2: Calculate the objective function ( )ifitness X of each particle. 
Step3: Find the optimal value min ( )fitness X  in the value of the initial particle ob-

jective function, and calculate the initial temperature T of the simulated anneal-
ing, min ( ) / log(0.2)= −T fitness X . 

Step4: Calculate the sudden change probability at each temperature. The method is 
first to calculate the sudden change probability of each population corresponding to the 
best individual and then divide by the sum of the jump probability of all populations. 

Step5: Randomly set and generate a probability. If the jump probability of a specific 
population is greater than or equal to this random value, update the gbestX . 

Step6: Evolve the parent population according to formula (10), update the position 
and generate the offspring population. 

Step7: Calculate the optimal fitness value after each update, update the temperature 
of the simulated annealing algorithm. Output the optimal particles after meeting the 
conditions of the number of iterations or convergence accuracy. 
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Figure 3. Flow chart of SA-QUATRE algorithm 

This article applies the SA-QUATRE algorithm introduced above to the coordinated 
design of power system stabilizers. For a multi-machine system, all the PSS parameter 
tuning and optimization processes are carried out simultaneously. The parameters to be 
tuned for each PSS are 1T and 3T . Under the objective function and constraint conditions 
of equation (6), the optimization steps are summarized as follows: 

(1) First, import the basic power flow and dynamic data of the grid, and configure 
the number and position of power system stabilizers according to the electromechanical 
oscillation characteristics of the power system to be analyzed. In the power system, in-
stalling power system stabilizers for each generator is unrealistic. So using the residue 
method to choose the installation location of PSS in this article [21]. 

(2) Set the parameters and operating mode of the power system stabilizer, linearize 
the system model and calculate the initial damping ratio in this mode through eigenval-
ues. If all are greater than minξ , then end, otherwise continue. 

(3) Initialize the parameters of the SA-QUATRE algorithm and simulated annealing, 
and at the same time, generate a set of initial solutions { }1 2, ,...,= T

DX X X X . 

(4) Assign each solution iX  to the variable in the PSS, and calculate the damping 
coefficient of each electromechanical oscillation mode under this operating state. 

(5) Evaluate the group according to the objective function based on characteristic 
value. 

(6) Use the improved QUasi-Affine Transformation Evolutionary algorithm to con-
tinuously update and search, generate offspring populations, and update 
next-generation candidate solutions. 
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(7) The operation ends when reaching the maximum number of iterations, other-
wise, it returns to the (4) step and enters the next cycle. 

(8) Finally, obtain the global optimal parameter combination of PSS and the fitness 
value of the objective function. The specific process is as follows: 

START

Configure power system 
stabilizer PSS and set various 

parameters

Initialize the SA-QUATRE algorithm 
and set internal parameters

Meet the end conditions?

Linearize the system model and run 
it in this state

Generate low-frequency 
oscillations in the power 

system

END
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Generate initial solutions X and assign 
them to PSS respectively

Get the best combination of PSS 
parameters

SA-QUATRE algorithm continues to 
search and update to produce next-

generation candidate solutions
Assign candidate solutions to update 

PSS parameters

Assign candidate solutions 
to update PSS parameters

Initialize the grid structure, import 
the basic power flow and dynamic 

data of the system

Calculate the initial damping 
ratio of each electromechanical 

oscillation mode in this way

Are each damping ratio greater than 
or equal to the set minimum damping 

ratio?

N
Analyze the system state matrix and 

calculate the damping coefficient 
according to its characteristic roots

Calculate the 
objective function 

value

Y

N

 

Figure 4. Flow chart of optimizing PSS parameters by SA-QUATRE algorithm 

4. Simulation Example 

4.1. Algorithm Robustness Analysis 
In order to preliminarily verify that the improved QUATRE algorithm in this paper 

has better convergence accuracy and global search ability, eight internationally-used 
benchmark functions are used for testing. The function expressions are shown in Table 1. 
The number of populations of different algorithms is 25, the maximum number of itera-
tions is 1000, and the dimension of the function is 10. Fig. 5 shows the convergence curve 
of the function. It can be seen that the improved QUATRE algorithm can approach the 
theoretical optimal value at the beginning of the iteration, which shows its fast conver-
gence. 

Table 1. Eight general benchmark functions 
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Figure 5. Iterative optimization of f1 test function 

In order to avoid the chance of experiments, each function runs 50 times inde-
pendently. The average value and error result of each algorithm are shown in Table 2. It 
is clear from the data in the table that the optimal fitness value of this method is the 
closest to the target value and its standard deviation is the smallest compared with the 
other three algorithms. In general, the algorithm in this paper has the ability of global 
optimization, and the overall performance of the algorithm has a certain superiority. 

Table 1. Eight general benchmark functions 

Function 
SA-QUATRE PSO QUATRE SA 
Mean 
value 

Standard 
deviation 

Mean 
value 

Standard 
deviation 

Mean 
value 

Standard 
deviation 

Mean 
value 

Standard 
deviation 

f1 0 0 0.0012 0.0032 1.08×10-26 3.10×10-25 1.69×104 262.974 
f2 0.2961 1.2047 3.82×108 8.52×108 0.3430 1.3370 2.90×1019 1.53×1019 
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f3 3.09×10-7 3.05×10-7 854.782 1483.98 3.403×10-7 5.441×10-7 6.51×106 3.80×106 
f4 0.0484 0.0195 1.00×106 4.01×105 0.6340 0.5477 1.17×107 1.02×106 
f5 2.7424 3.7638 16.073 22.983 3.7441 4.7638 1516.16 51.090 
f6 0.1555 0.0886 2.8808 3.1924 0.2010 0.1773 2.881×103 74.165 
f7 20.061 0.0777 20.323 0.0875 20.454 0.0920 20.556 0.0880 
f8 0.7753 2.6725 48.426 22.262 0.8890 3.5521 1.35×107 3.41×106 

4.2. IEEE 4-machine 2-area System 

In order to verify the feasibility of the method proposed in this article in suppressing 
oscillations, the IEEE 4-machine 2-area system [22] is now used as an example, as shown 
in Fig.6. The generators 1G  and 2G  are installed in area 1. The generators 3G and 4G  are 
installed in area 2, and a tie line connects the two areas. Because the two regions are 
connected by a contact line, the stability of the system itself is very weak. As long as there 
is a little disturbance outside the system, static instability is easy to occur, and even lead 
to dynamic instability. Therefore, in practice, the system is always monitoring and pro-
tection, it is sensitive and complex. After calculation and analysis, the PSS is configured 
in 2G  and 4G , and the dimension of the parameters to be optimized is six., which are the 
gain ( [0.1,50]∈sK ) and phase compensation ( 1 [0.01,1]∈T 、 3 [0.01,1]∈T ) of each PSS 
respectively.  

The effectiveness of the proposed method is analyzed in the following two operation 
states of the system. 
4.2.1. Small Disturbance 

At the excitation reference voltages on the generator 2G and 4G , a square wave 
pulse disturbance signal with an amplitude of 0.05 appears at 1 second, and the duration 
is 0.1s. In this disturbing operation mode, the electromechanical modes without power 
system stabilizers are shown in Table 3. It can be seen that the system has three oscillation 
modes, of which the two modes with a frequency of about 1.1 Hz are regional modes, and 
the one with a frequency of 0.6409 Hz is the interval mode. The eigenvalues of mode 1 are 
in the right half of the s complex plane, showing negative damping, which is the most 
crucial control target in the coordinated design of multi-machine PSS. 
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Figure 6. IEEE 4-machine 2-area system 

The simulation time of the model is 15s, and the objective function is iterated 1000 
times with different algorithms. Finally, the global optimal PSS parameter combination is 
searched out as shown in Table 4. In this operating mode, the system tie-line oscillation 
power after each method is adjusted for PSS as shown in Fig. 7 The G1 power angle sig-
nal (take G4 as a reference) is shown in Fig. 8. 

Table 3. Electromechanical modes without PSS 

 Mode 1 Mode 2 Mode 3 
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characteristic root 0.1029±4.0251i -0.6743±7.2483i -0.6804±7.0347i 
f/Hz 0.6409 1.1542 1.1202 
ξ  -0.0256 0.0926 0.0927 

Table 4. Electromechanical modes without PSS 

Method 
G2 G4 

KS T1 T3 KS T1 T3 
PSO 49.94 0.57 0.99 49.74 0.39 0.99 
SA 46.05 0.81 0.96 42.26 1.00 0.58 

QUATRE 42.67 0.65 0.66 38.60 0.75 0.39 
This paper 49.66 0.96 0.693 49.146 0.516 0.98 

After a small disturbance is applied, the power on the tie line between the two re-
gions of the system will increase and oscillate. If it is not suppressed, the system will be 
seriously destabilized. Under the PSS parameters under the system default parameter 
configuration, that is, when the unoptimized PSS is applied, the power oscillation has 
been suppressed to a greater extent than when the PSS is not installed, but the time re-
quired is about 13s. The PSS, under the coordinated design of SA-QUATRE, can effec-
tively calm down in the early stage of oscillation and reflect the rapidity of this method. 
From Fig. 7 and Fig. 8, we can also see that, in comparison with other methods, before the 
oscillation is basically subsided, the overall amplitude of the PSS optimized by the 
method in this paper is more minor. In Fig. 7(a), you can see that under the traditional 
lead-lag phase compensation setting, the power oscillation amplitude of the PSS appears 
local downdraft at 3~4s, indicating that the overshoot is too large and the system damp-
ing is relatively tiny. This phenomenon is effectively alleviated after optimization. In 
summary, the PSS parameters and suppression effect designed by the algorithm in this 
paper are more superior. 
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(a)                                                              (b) 

Figure 7. Active power output of tie-line: (a) Comparison between the method in this paper and the 
unoptimized PSS; (b) Comparison of multiple algorithms to optimize PSS. 
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Figure 8. Power angle signal: (a) Comparison between the method in this paper and the unopti-
mized PSS; (b) Comparison of multiple algorithms to optimize PSS. 

Use the above methods to coordinate the design of PSS parameters and compare 
them with the case where PSS is not installed. Since the suppression effect and the speed 
changes of generators G1~G4 are similar, only G1 speed changes are attached in this ar-
ticle, as shown in Fig. 9. In the absence of PSS, the oscillation of the system cannot be at-
tenuated to equilibrium, but it can be effectively suppressed with the stabilizer. The 
proposed method is better in the synthesis of the inhibition time and the overall ampli-
tude. Table 5 shows the characteristic roots and damping of the system after the PSS 
function under the coordinated design of various methods. From the table, we can see 
that the installation of PSS can generally enhance the damping of each oscillation mode of 
the system, especially the dominant mode, that is, the negative damping mode men-
tioned in Table 2. It is further verified that the system after the PSS optimized by the 
method in this paper is installed under the disturbance of this method can have higher 
stability. 
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Figure 9. IEEE 4-machine 2-area system 
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Table 5. Characteristic root and damping ratio of the system after designing PSS by different 
methods 

Type Characteristic root Damping ratio Minimum damping ratio 

this paper 
-1.6173±5.2151i 0.2962 

0.1933 -1.3001±4.9332i 0.2548 
-0.7476±3.7957i 0.1933 

QUATRE 
-1.6761±5.3423i 0.2994 

 
0.1786 

-1.4534±4.5378i 0.3050 
-0.6497±3.5789i 0.1786 

SA 
-1.8203±6.3656i 0.2749 

 
0.0671 

-0.2659±3.9544i 0.0671 
-0.5773±0.8160i 0.1932 

PSO 
-1.9048±5.6322i 0.3204 

0.1350 -1.8905±4.7963i 0.3667 
 -0.5381±3.9493i 0.1350 

 In order to see the system changes more intuitively, Fig. 10 shows the eigenvalue 
distribution of the electromechanical mode when the system is configured with the PSS 
optimized by the method in this paper and when the PSS is not installed. It can be clearly 
seen from the figure that in the state of no PSS, the electromechanical modes are close to 
the imaginary axis and even reach the right half of the complex plane, indicating that the 
system has been unstable or has reached a critical stable state. After configuring the sta-
bilizer set according to the method in this paper, the eigenvalues are all moved to the 
desired area, which enhances the damping ratio of each mode. 
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Figure 10. Distribution of eigenvalues 

4.2.2. Large Disturbance 

This paper designs and verifies the transient performance of the power system sta-
bilizer to further prove the applicability of the method proposed in this study. For the 
system shown in Fig. 6, a large disturbance is set, which occurs three-phase short-circuit 
at 1s and stops at 1/6s. To coordinate the design of the PSS, the method described in this 
paper and the traditional phase compensation method are used, respectively, the com-
parison is made with the controller not installed scenario. Fig.11 and Fig. 12 depict the 
change in active power on the tie line and the rotation speed of generator G1 in this mode 
of operation. Fig. 13 depicts the G2 power angle signal change using the G4 power angle 
as a reference. 
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Figure 11. Active power output of tie-line 
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Figure 12. Speed change 
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Figure 13. Power angle signal 

In the case of this large disturbance, the system has an amplitude-enhancing oscilla-
tion, and the PSS adjusted by the traditional phase compensation method is adopted. 
Although it can attenuate the oscillation to balance within a certain period of time, it is 
slightly inferior in speed and amplitude compared to the coordinated design method 
proposed in this article. The power system stabilizer optimized in this paper can effec-
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tively suppress it quickly, and the overall amplitude of the oscillation is smaller in the 
early stage of oscillation. Table 6 shows the various electromechanical modes of the sys-
tem with the power system stabilizer designed by this method and without PSS. The ta-
ble shows that in this disturbance operation state, a negative damping mode will be 
generated when the stabilizer is not configured, which threatens the system's stable op-
eration. After inputting the PSS tuned by the method proposed in this paper, not only the 
negative damping of the dominant oscillation mode is increased to the positive damping, 
but the damping of the other two modes is also enhanced at the same time.  
Table 6. System characteristic root and damping without and with PSS installed  

Mode 
Not installed PSS damping 

ratio 
Method of this article damping 

ratio Characteristic root Characteristic root 
1 0.1051±4.0277i -0.0261 -0.6497±3.5789i 0.1786 
2 -0.6683±7.2631i 0.0916 -1.6173±5.2152i 0.2962 
3 -0.6756±7.0499i 0.0954 -1.3001±4.9333i 0.2548 

The main objective of this paper is to maximize the damping ratio by moving the 
eigenvalues of the system to the left of the imaginary axis. From the characteristic dis-
tribution of electromechanical mode in Fig. 14, it can be seen clearly and intuitively that 
the coordinated design of PSS using the method in this paper can also achieve the goal 
and effectively improve the system's stability in large disturbance state.  

Real

Imaginary 

min =0.03ξ

0-1.5 -1.0 -0.5 0.5

5

-5

-10

10

∆

∆

∆ this paper

NO PSS

∆

∆

∆

∆

 
Figure 14. Distribution of eigenvalues 

5. Conclusions 
This paper proposes multi-machine power system stabilizer parameter coordinated 

optimization design based on SA-QUATRE algorithm to suppress power system 
low-frequency oscillation and enhance system stability. For the first time, the new algo-
rithm is applied to power system problems, and the following conclusions are reached 
through experiments: 

(1) In the case of system oscillation instability, the installation of power system sta-
bilizer on the generator can effectively calm the oscillation, so that the system can be re-
stored to normal operation in a specified time. However, the effect of PSS presented un-
der different design methods is also different. Simulations show that using the method in 
this paper to design the parameters of PSS can convert the negative damping electro-
mechanical mode that threatens the stability of the system to positive damping, and at 
the same time enhance the damping ratio of other oscillation modes, effectively improv-
ing the stability and robustness of the system, regardless of the operation mode of small 
or large disturbance. 
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(2) For multiple power system stabilizers in the system, the traditional phase com-
pensation method usually carries out parameter setting sequentially, which will inevita-
bly cause the interaction effect between each stabilizer. This paper uses the performance 
target based on eigenvalues instead of the traditional phase compensation method to 
optimize the PSS parameters to achieve more effective suppression of the low-frequency 
oscillation of the power system. 

(3) The SA-QUATRE algorithm proposed in this paper can jump out of the local op-
timum and has better convergence and accuracy. This algorithm not only overcomes the 
defect of slow convergence of particle cluster optimization algorithm, Moreover, it has 
stronger cooperation and reduces time complexity, and accepts inferior solutions with a 
certain probability to avoid falling into local minimum in the process of searching.  

(4) The SA-QUATRE algorithm has good applicability. The applicability of this 
method to the coordinated design of the damping controller of the flexible AC transmis-
sion system is still under study, and it is also worthy of further popularization and ap-
plication to other fields. 

(5) In the future, PSS can be used to suppress the low-frequency oscillation caused 
by the addition of renewable energy to the traditional power grid,and analyzes the 
adaptability of PSS in new power system.   
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