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Abstract: This study aimed to determine the feasibility of the development of an over-the-counter 

(OTC) screening model using machine learning for breast cancer screening in the Asian women 

population. Data were retrospectively collected from women who came to the Hospital Universiti 

Sains Malaysia, Malaysia. Five screening models were developed based on machine learning meth-

ods; random forest, artificial neural network (ANN), support vector machine (SVM), elastic-net lo-

gistic regression and extreme gradient boosting (XGBoost). Features used for the development of 

the screening models were limited to information from the patients’ registration form. The model 

performance was assessed across the dense and non-dense groups. SVM had the best sensitivity 

while elastic-net logistic regression had the best specificity. In terms of precision, both random forest 

elastic-net logistic regression had the best performance, while, in terms of PR-AUC, XGBoost had 

the best performance. Additionally, SVM had a more balanced performance in terms of sensitivity 

and specificity across the mammographic density groups. The three most important features were 

age at examination, weight and number of children. In conclusion, OTC models developed from 

machine learning methods can improve the prognostic process of breast cancer in Asian women.  
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1. Introduction 

Artificial Intelligence (AI) is a subfield of computer science that aims to develop a 

system capable to perform a task that usually requires human intelligence. The rise of AI 

is expected to improve many areas including the field of healthcare and medicine. Ma-

chine learning and deep learning, a subfield of AI had been studied to be used as health 

data analytic tools including for drug discovery, genomic medicine, disease prognosis and 

diagnosis and personalised healthcare [1,2]. However, the adoption of machine learning 

in healthcare and medicine is slower than in the other fields [3]. The three pillars for the 

successful application of machine learning or AI in healthcare include data and security, 

analytics and insight and shared expertise [4]. Thus, the emergence of explainable or in-

terpretable machine learning research is in line with the three pillars and is expected to 

further help machine learning to be fully incorporated in this field. Explainable machine 

learning provides insight into the model and increases confidence and trust in the decision 

of the model. 
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Breast cancer is the commonest cancer among women in at least 140 countries [5]. 

WHO aims to reduce global breast cancer mortality by 25% annually between 2020 and 

2040, which is equivalent to 2.5 million breast cancer death worldwide [6]. The three key 

points in achieving this goal outlined by the WHO were early detection, timely diagnosis 

and comprehensive management of the disease. Thus, ensuring an efficient health deliv-

ery system is essential in supporting the three approaches outlined by the WHO. Gener-

ally, delay in the management of the cancer is divided into two; patient delay and provider 

delay [7]. Patient delay is the delay during the period between the first discovery of the 

symptom and medical consultation. Provider delay is the delay between medical consul-

tation and the beginning of the cancer treatment. Additionally, the combination of both 

types of delay is known as a total delay. However, a more complicated model of the total 

delay had also been proposed. For example, the total patient delay model detailed the 

total delay into five stages [8] while the total breast cancer delay model detailed it into 

eight stages [9]. Nonetheless, the total delay of more than 1 to 3 months has been observed 

to be associated with advanced stages of cancer and reduced survival of the patients 

[7,10,11]. In Malaysia, about 66.8% of breast cancer patients had a consultation delay [12]. 

Thus, this study planned to improve the efficiency of the process for breast cancer patients 

in getting a medical consultation. 

One of the strongest indicators of breast cancer is the mammographic density which 

reflects the amount of dense and fatty tissue in the breast [13,14]. Women with denser 

breasts had four to six times higher chances of developing breast cancer than those with 

less dense breasts [15]. Asian women or women with Asian ancestry had denser breasts 

compared to other populations [16]. Thus, it is imperative to take mammographic density 

into account in developing a machine learning model for Asian breast cancer women in 

Malaysia. This study aimed to evaluate the performance of machine learning methods as 

an over-the-counter (OTC) screening model to prioritise women with a high probability 

of getting breast cancer for medical consultation. Further, this study intended to assess 

the performance of the OTC model across dense and non-dense women. Lastly, we aimed 

to determine the top five most influential features for each of the developed models.   

2. Materials and Methods 

2.1. Sample population 

Hospital Universiti Sains Malaysia (HUSM) is located in the northeast coast region 

of Malaysia in the state of Kelantan. HUSM is a university- and research-based hospital 

associated with Universiti Sains Malaysia. Breast Cancer Awareness and Research Unit 

(BestARi) is a breast cancer resource centre in HUSM. BestARi receives women with 

breast-related problems from the northeast coast region of Malaysia, especially from the 

state of Kelantan. The unit acts as a one-stop centre to facilitate a multidisciplinary ap-

proach to breast cancer management of the incoming women. 

2.2. Breast cancer data 

Breast cancer data were collected retrospectively from the BestARi, Department of 

Radiology and Department of Pathology in HUSM. All the data were limited to 1st January 

2014 and 30th June 2021. Twenty-seven related pieces of information were collected in this 

study. There were 24 pieces of information collected from the BestARi including hospital 

identification number, date of examination, age at examination, race, marital status, num-

ber of children, age at menarche, weight, height, handedness, information regarding the 

symptoms; lump, nipple discharge, nipple retraction, axillary mass, pain and skin changes 

and information regarding the medical history; history of breast surgery or implant, his-

tory of breast trauma, history of birth control or hormone replacement therapy, history of 

the previous mammography, history of breast self-examination, breastfeeding history, 

history of total abdominal hysterectomy bilateral salpingo-oophorectomy (TAHBSO), 

family history of breast cancer and menopausal status. This information was used in the 

machine learning model development except for hospital identification number and date 
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of examination. Breast imaging-reporting and data system (BIRADS) classification infor-

mation and BIRADS density (or mammographic density) were collected from the Depart-

ment of Radiology, HUSM. This information was used as a reference and was not included 

in the model development. The breast cancer diagnosis was collected from histopatholog-

ical examination (HPE) from the Department of Pathology, HUSM. 

The data from the Department of Radiology and Department of Pathology were com-

bined with the BestARi’s data if both data were dated within a year after the date of 

BestARi’s data for each patient. The latest medical record was taken if patients had several 

records in the BestARi and a single record from the Department of Radiology or Depart-

ment of Pathology. Afterwards, a body mass index was further calculated from the indi-

vidual weight and height and was added to the existing list of variables. Each patient was 

classified into normal and abnormal classification. The normal class was patients with a 

BIRADS classification of 1. The abnormal class was patients with a BIRADS classification 

of 2, 3, 4, 5 and 6 or who had a diagnosis of benign or malignant subtype of breast cancer 

from HPE result. Patients with a BIRADS classification of 0 and missing BIRADS classifi-

cation or mammographic density were excluded from the study. Additionally, non-dense 

breast women were those with BIRADS density of A and B, while dense breast women 

were those with BIRADS density of C and D. 

2.3. Machine learning models 

Five screening models were developed from machine learning methods including 

random forest, artificial neural network (ANN), support vector machine (SVM), elastic-

net logistic regression and extreme gradient boosting (XGBoost). All five machine learning 

methods had been used in various breast cancer-related problems. The random forest al-

gorithms had been implemented previously to predict an early diagnosis of breast cancer 

and had achieved 98% accuracy [17]. Additionally, the ANN algorithm had been proved 

excellent in breast cancer diagnosis using a mammographic input and performed 3-5% 

better than the accuracy of the radiologist [18]. Also, this algorithm had been used to pre-

dict breast cancer recurrence [19]. The SVM algorithm had been used in breast cancer risk 

estimation in previous research [20]. Elastic regression is a regularised method combining 

a least absolute shrinkage and selection operator (LASSO) and ridge penalties methods. 

The elastic regression and XGBoost, both had been used to predict breast cancer recur-

rence in previous studies [19,21]. All machine learning methods were run using the pars-

nip package [22] with the kernlab package [23] as a backend for SVM, ranger package [24] 

for random forest, nnet package [25] for ANN, glmnet package [26] for elastic-net logistic 

regression and xgboost package [27] for XGBoost. R version 4.1.3 was used to develop all 

the screening models in the Windows 10 OS machine [28].  

2.3.1. Pre-processing steps 

Initially, all 25 predictor features (Table 1) were included in the model development. 

Next, missing values in the data were imputed using a bagged tree model. Subsequently, 

variables with large absolute correlations with other variables were removed. Then, the 

training dataset was balanced using a random over-sampling examples (ROSE) algorithm 

[29]. All numerical features were normalised and transformed using a Yeo-Johnson trans-

formation [30]. A dummy coding variable was created for all categorical features for all 

machine learning models except for the random forest model. The random forest model 

had been shown to have at least similar performance if not better when categorical fea-

tures were used as factor variables as opposed to when the dummy variables were used 

in the model [31]. 

The data was split into a 75% training dataset and a 25% testing dataset. The training 

dataset was further split into 10-folds cross-validation groups for hyperparameter tuning. 

The ROSE algorithm was implemented using a themis package [32]. The remaining pre-

processing steps were implemented using a recipes package [33]. The testing dataset was 

split into a dense breast dataset and a non-dense breast dataset. Thus, there were three 
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testing datasets available; 1) the whole testing dataset, 2) the dense breast testing dataset 

and 3) the non-dense breast testing dataset. 

2.3.2. Hyperparameter tuning 

Two stages of hyperparameter tuning were applied to each machine learning model. 

The first stage of tuning was using a random grid search with a Latin hypercube grid 

design of 1000 combinations of hyperparameters. The second stage was using a simulated 

annealing approach. The best result based on the sensitivity metrics from the first stage 

was used as an initial parameter for the simulated annealing approach. The simulated 

annealing algorithm was run for 500 iterations for each machine learning model. The hy-

perparameter tuning process was done using a finetune package [34]. 

2.3.3. Performance metrics 

A true positive (TP) case was defined as an abnormal case and predicted abnormal 

by the model, while a true negative (TN) case was a normal case and predicted normal by 

the model. A false negative (FN) case was an abnormal case but predicted normal by the 

model, while a false positive (FP) case was a normal case but predicted abnormal by the 

model. The four performance metrics used to assess the performance of the machine learn-

ing models were sensitivity, specificity, precision and precision recall-area under the 

curve (PR-AUC).  

Sensitivity or recall was defined as: 
��

�� + ��
 

Specificity was defined as: 
��

�� + ��
 

Precision was defined as: 
��

�� + ��
 

The four metrics were applied to the whole testing dataset, dense breast testing dataset 

and non-dense breast testing dataset to assess the final performance of each ML model. 

2.4. Explainable approach 

Variable importance was assessed as a change in loss function after variable permu-

tations. The loss function was defined as 1 – PR-AUC. The number of permutations was 

set to 50. Only the top five important variables were displayed in the variable importance 

plots. The explainable models were implemented using DALEX and DALEXtra packages 

[35,36]. 

3. Results 

After the removal of duplicates, there were 1091 women who came to the BestARi 

for breast cancer-related problems. Most of the women who attended to BestARi were 

Malay, married, did breast self-examination and had no family history of breast cancer. 

Most women had no symptoms or presentation of lump, nipple discharge, nipple retrac-

tion, axillary mass, breast pain and skin changes. Additionally, most women had no his-

tory of breast trauma and total abdominal hysterectomy bilateral salpingo-oophorectomy 

(TABHSO). Details of the characteristics of the data were presented in Table 1. 
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Table 1. Characteristics of women who attended BestARi in Hospital Universiti Sains Malaysia (n = 

1091). 

Characteristic 
Abnormal, n = 861 

n (%) 

Normal, n = 230 

n (%) 

Missing values 

n (%) 
Overall, n = 1,0911 

Age at examination1, 2 53.7 (9.6) 50.0 (8.1) 3 (0.3%) 52.9 (9.4) 

Age at menarche1, 2 13.1 (1.5) 13.0 (1.5) 97 (8.9%) 13.1 (1.5) 

No of children1, 2 3.6 (2.4) 3.8 (2.7) 85 (7.8%) 3.7 (2.5) 

Weight (kg)1, 2 63.5 (12.8) 64.2 (12.9) 263 (24.0%) 63.7 (12.8) 

Height (cm)1 155.0 (6.4) 156.4 (5.5) 692 (63.0%) 155.2 (6.3) 

BMI1, 2 26.7 (5.6) 27.1 (5.7) 696 (64.0%) 26.8 (5.6) 

Race2   34 (3.1%)  

Chinese 112 (13.4%) 21 (9.4%)  133 (12.6%) 

Indian 4 (0.5%) 0 (0.0%)  4 (0.4%) 

Malay 706 (84.8%) 201 (89.7%)  907 (85.8%) 

Others 3 (0.4%) 0 (0.0%)  3 (0.3%) 

Siamese 8 (1.0%) 2 (0.9%)  10 (0.9%) 

Marriage status2   59 (5.4%)  

Divorced 4 (0.5%) 0 (0.0%)  4 (0.4%) 

Married 759 (93.1%) 208 (95.9%)  967 (93.7%) 

Single 46 (5.6%) 8 (3.7%)  54 (5.2%) 

Widowed 6 (0.7%) 1 (0.5%)  7 (0.7%) 

Breastfeeding2   541 (50.0%)  

No 131 (30.7%) 30 (24.4%)  161 (29.3%) 

Yes 296 (69.3%) 93 (75.6%)  389 (70.7%) 

Lump2   41 (3.8%)  

No 588 (70.9%) 148 (67.0%)  736 (70.1%) 

Yes 241 (29.1%) 73 (33.0%)  314 (29.9%) 

Nipple discharge2   52 (4.8%)  

No 793 (96.4%) 205 (94.9%)  998 (96.1%) 

Yes 30 (3.6%) 11 (5.1%)  41 (3.9%) 

Nipple retraction2   45 (4.1%)  

No 784 (94.8%) 213 (97.3%)  997 (95.3%) 

Yes 43 (5.2%) 6 (2.7%)  49 (4.7%) 

Axillary mass2   55 (5.0%)  

No 764 (93.2%) 203 (94.0%)  967 (93.3%) 

Yes 56 (6.8%) 13 (6.0%)  69 (6.7%) 

Pain2   54 (4.9%)  

No 691 (84.1%) 172 (80.0%)  863 (83.2%) 

Yes 131 (15.9%) 43 (20.0%)  174 (16.8%) 

Skin changes2   55 (5.0%)  

No 772 (94.3%) 204 (94.0%)  976 (94.2%) 

Yes 47 (5.7%) 13 (6.0%)  60 (5.8%) 

Surgery/implant2   76 (7.0%)  

No 531 (65.7%) 143 (69.1%)  674 (66.4%) 

Yes 277 (34.3%) 64 (30.9%)  341 (33.6%) 

Trauma2   108 (9.9%)  

No 754 (96.5%) 191 (94.6%)  945 (96.1%) 

Yes 27 (3.5%) 11 (5.4%)  38 (3.9%) 

BC-HR2   51 (4.7%)  

No 554 (67.6%) 130 (59.1%)  684 (65.8%) 

Yes 266 (32.4%) 90 (40.9%)  356 (34.2%) 

Previous mammogram2   40 (3.7%)  

No 348 (41.9%) 116 (52.5%)  464 (44.1%) 

Yes 482 (58.1%) 105 (47.5%)  587 (55.9%) 

Breast self-examination2   106 (9.7%)  

No 149 (19.3%) 44 (20.9%)  193 (19.6%) 

Yes 625 (80.7%) 167 (79.1%)  792 (80.4%) 
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Handedness2   667 (61.0%)  

Left 20 (5.8%) 6 (7.4%)  26 (6.1%) 

Right 323 (94.2%) 75 (92.6%)  398 (93.9%) 

Height (cm)1, 2 155.0 (6.4) 156.4 (5.5) 692 (63.0%) 155.2 (6.3) 

TABHSO2   70 (6.4%)  

No 720 (89.4%) 187 (86.6%)  907 (88.8%) 

Yes 85 (10.6%) 29 (13.4%)  114 (11.2%) 

Mammographic density   0 (0.0%)  

Non-dense 468 (54.4%) 124 (53.9%)  592 (54.3%) 

Dense 393 (45.6%) 106 (46.1%)  499 (45.7%) 

Family history2   520 (48.0%)  

No 352 (79.1%) 101 (80.2%)  453 (79.3%) 

Yes 93 (20.9%) 25 (19.8%)  118 (20.7%) 

Menopause status2   0 (0.0%)  

No 385 (44.7%) 139 (60.4%)  524 (48.0%) 

Yes 476 (55.3%) 91 (39.6%)  567 (52.0%) 

Notes: BestARi = breast cancer awareness and research unit; Family history = family history of breast cancer; BC-HR = history of birth 

control or hormone replacement; TAHBSO = history of total abdominal hysterectomy bilateral salpingo-oophorectomy; 1 mean (SD); 
2 Features included in the model development. 

 

Table 2 presents the final performance of the screening models after simulated an-

nealing hyperparameter tuning using the training datasets and Table 3 presents the per-

formance of the models on the testing dataset. SVM had the highest sensitivity and the 

lowest specificity, while the remaining four models had a more balanced performance 

between sensitivity and specificity. In terms of PR-AUC and precision, elastic-net logistic 

regression had the highest performance at 0.83 and 0.80, respectively.  

Table 2. The final performance of the screening models and the corresponding ML methods after 

simulated annealing hyperparameter tuning on the training dataset. 

ML methods for the screening 

model  

PR-AUC Precision Sensitivity Specificity 

Random forest 0.82 0.82 0.64 0.45 

Artificial neural network 0.81 0.82 0.64 0.43 

Support vector machine 0.82 0.80 0.74 0.29 

Elastic-net logistic regression 0.83 0.84 0.53 0.60 

XGBoost 0.82 0.81 0.64 0.44 

XGBoost=extreme gradient boosting, PR-AUC=precision recall-area under the curve 

Table 3. Performance of the screening models and the corresponding ML methods on the testing 

dataset. 

ML methods for the screening 

models 

PR-AUC Precision Sensitivity Specificity 

Random forest 0.83 0.80 0.70 0.42 

Artificial neural network 0.77 0.76 0.67 0.30 

Support vector machine 0.78 0.76 0.83 0.14 

Elastic-net logistic regression 0.83 0.80 0.67 0.45 

XGBoost 0.84 0.79 0.68 0.41 

XGBoost=extreme gradient boosting, PR-AUC=precision recall-area under the curve 

 

Figure 1 illustrates the confusion matrices of each machine learning model on the 

testing dataset. SVM had the best performance based on Figure 1, despite a lower propor-

tion of true negative cases and a higher proportion of false positive cases compared to 

other models. As an over-the-counter screening model, the model with the highest pro-

portion of true positive cases and the lowest proportion of false negative cases was 
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preferred. Misclassification of an abnormal case as a normal case was undesired as it 

would delay the consultation of the patients with a high probability of getting breast can-

cer. 

 

Figure 1. Confusion matrices of the machine learning models on the testing dataset. 

Figure 2 and Figure 3 present PR-AUC, sensitivity and specificity metrics for each 

machine learning model across mammographic density on the testing dataset. There was 

no difference between PR-AUC of dense and non-dense breast women for each machine 

learning model. In terms of sensitivity and specificity, SVM had a more balanced perfor-

mance between dense breast women and non-dense breast women compared to the other 

four machine learning models. 
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Figure 2. Precision recall – area under the curve for each machine learning model across mammo-

graphic density on the testing dataset. 
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Figure 3. Specificity and sensitivity for each machine learning model across mammographic density 

on the testing dataset. 

Figure 4 illustrates the top five influential variables according to the five machine 

learning models. The most influential features across all the machine learning models 

were the age at examination, followed by weight and number of children. However, the 

latter two variables were not included in the top five influential variables of ANN and 

elastic-net logistic regression. 
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Figure 4. Top five influential variables for each machine learning model. The bar indicates the mean 

values of one minus PR-AUC and the box plot reflects the distribution of the values of one minus 

PR-AUC. 

4. Discussion 

In this study, we evaluated the feasibility of screening models developed from five 

machine learning methods with the potential use of being the OTC screening model for 

Asian women in the breast clinic. The model was aimed to predict women with a high 

probability of developing breast cancer using the information obtained during patients’ 

registration prior to a medical consultation with the physician. Patients with a high prob-

ability of getting breast cancer could be prioritised at the screening stage and would be 

referred to a breast cancer specialist or physician for early consultation and further inves-

tigations. Thus, features used for the machine learning models development were limited 

to the information from the patient’s registration form including socio-demographic in-

formation and patients’ symptoms or complaints. A study conducted to develop machine 

learning models to predict breast cancer in Chinese women included ten risk factors that 

achieved the best sensitivity and specificity of 0.66 and 0.69 using extreme gradient boost-

ing [37]. This study achieved the best sensitivity at 0.83 using SVM but with a lower spec-

ificity at 0.14. Similarly, XGBoost developed in this study had a higher sensitivity at 0.68 

but a lower specificity at 0.41. In our study, the sensitivity metric was more significant as 

a low sensitivity means a delay in providing medical consultation to patients with a high 

risk of getting breast cancer. Nonetheless, our study showed that adding patients’ symp-

toms to the features used in the development of the screening model might be beneficial 

in improving the predictive performance of the screening model. Another study con-

ducted to predict breast cancer using laboratory data showed the best precision 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 13 June 2022                   doi:10.20944/preprints202206.0186.v1

https://doi.org/10.20944/preprints202206.0186.v1


 

performance at 0.85 using ANN [38] while the best precision performance in our study 

was at 0.80 using random forest and elastic-net logistic regression. Although the perfor-

mance of the models in our study was lower, however, getting laboratory data prior to 

medical consultation was unfeasible and impractical in this study.  

Screening models were developed from five machine learning methods in this study. 

The SVM model showed the best result in terms of sensitivity metrics. Additionally, SVM 

had a more balanced sensitivity and specificity performance across mammographic den-

sity compared to other models (Figure 3). SVM had been shown to work well with imbal-

anced datasets compared to other machine learning models [39]. Although other machine 

learning models except for ANN showed a better precision and PR-AUC compared to 

SVM, we believed the sensitivity metric was more important in the development of the 

screening model than the precision and PR-AUC. The OTC model aimed to be deployed 

as an initial screening model prior to the medical consultation. The model would prioritise 

women with a high probability of breast abnormalities or cancer which in turn accelerates 

the needed process for those with medical urgency. Previous studies showed that early 

detection of breast cancer reduces its mortality [40,41]. Additionally, one of the factors of 

severe breast cancer presentation and poor survival among breast cancer patients was a 

delay in seeking medical treatment [42–45]. In this study, we developed a screening model 

with the purpose to minimise the time between a woman first noticing a symptom and 

getting a medical consultation. At least about 17% of women with breast cancer symptoms 

in European countries had a delayed medical consultation of at least 3 months or more 

[46]. In Malaysia, a delay in medical consultation was estimated at 2 months [47]. In gen-

eral, shortening the delay in getting medical consultations would be beneficial for breast 

cancer women. 

Mammographic density is a known risk factor for developing breast cancer [48]. 

Asian women had a higher mammographic density than the non-Asian women [49,50], 

thus, having a higher risk of getting breast cancer. In Malaysia, Chinese women had been 

shown to have denser breasts than the other races [51,52]. A few studies denoted that the 

proportion of women who attended mammogram procedures in Malaysia was at least 

half of them were women with dense breasts [53,54]. A machine learning screening model 

aimed to be applied to this population should take this information into account. How-

ever, it was inappropriate to include the mammographic density as one of the features in 

the screening model as the density was known at a later process after medical examina-

tion. In this study, all machine learning models had a higher sensitivity and lower speci-

ficity in a non-dense group compared to a dense group except for SVM for both metrics 

and XGBoost for specificity (Figure 3). Thus, generally, breast cancer women with non-

dense breasts had a better chance to be recognized by the screening model than breast 

cancer women with dense breasts. In this study, each machine learning model emphasized 

each feature differently. The most significant feature across machine learning models in 

this study was the age at examination. Incidence of breast cancer had been shown to in-

crease with age [55]. However, breast cancer presented at a younger age tended to be more 

aggressive and at a higher stage of cancer [55–58]. Thus, in developing a machine learning 

screening model, misclassification of abnormal cases as normal cases especially younger 

women could be a catastrophic error. 

This study used secondary data collected from a university- and research-based hos-

pital in Kelantan, Malaysia. The data was further validated by a radiologist and 

pathologist to ensure the good quality of the data. However, our study still had a few 

limitations. One of the main limitations of this study was the size of data to develop our 

screening models. The lack of data was a prevalent issue in the application of machine 

learning in healthcare [59]. However, this issue was worsened in our study as the dataset 

had missing values and imbalanced outcome classification. Subsequently, we had used a 

bagged tree model and ROSE algorithm to overcome these issues, though, undeniably a 

larger data will further improve our model. Additionally, we had only included one hos-

pital in our study as we primarily used information from patients’ registration records 

which were specific to the BestARi at the time this study was conducted. We believed our 
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sample was representative of the Malaysian population and surrounding regions, how-

ever, future studies should aim to include more hospitals, thus increasing the size of the 

data. Nonetheless, the challenges and approaches presented in the study reflected a real 

workflow in the development and application of the machine learning screening model 

for breast cancer. 

5. Conclusions 

We developed five screening models based on ML methods that would be useful for 

the OTC screening process. Our screening models could improve the workflow of breast 

cancer management and reduce patients’ delays in getting further investigations and con-

sultations from the breast cancer team. Out of five machine learning models, the SVM 

model had better performance metrics, especially in terms of sensitivity, thus, best suited 

for OTC screening purposes in this research. 
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