
HyperDbg: Reinventing Hardware-Assisted Debugging

Mohammad Sina Karvandi1,2, MohammadHossein Gholamrezaei1,2, Saleh Khalaj Monfared1,2,
Suorush Medi2, Behrooz Abbassi2, Ali Amini2, Reza Mortazavi3, Saeid Gorgin1, Dara Rahmati1,

Michael Schwarz4
1 Institute For Research in Fundamental Sciences (IPM), 2 HyperDbg Organization, 3 Damghan University,

4 CISPA Helmholtz Center for Information Security

ABSTRACT

Software analysis, debugging, and reverse engineering have a cru-
cial impact in today’s software industry. Efficient and stealthy de-
buggers are especially relevant for malware analysis. However,
existing debugging platforms fail to address a transparent, effective,
and high-performance low-level debugger due to their detectable
fingerprints, complexity, and implementation restrictions.

In this paper, we present HyperDbg, a new hypervisor-assisted
debugger for high-performance and stealthy debugging of user
and kernel applications. To accomplish this, HyperDbg relies on
state-of-the-art hardware features available in today’s CPUs, such
as VT-x and extended page tables. In contrast to other widely used
existing debuggers, we design HyperDbg using a custom hypervi-
sor, making it independent of OS functionality or API. We propose
hardware-based instruction-level emulation and OS-level API hook-
ing via extended page tables to increase the stealthiness. Our results
of the dynamic analysis of 10,853 malware samples show that Hy-
perDbg’s stealthiness allows debugging on average 22% and 26%
more samples than WinDbg and x64dbg, respectively. Moreover, in
contrast to existing debuggers, HyperDbg is not detected by any of
the 13 tested packers and protectors. We improve the performance
over other debuggers by deploying a VMX-compatible script en-
gine, eliminating unnecessary context switches. Our experiment
on three concrete debugging scenarios shows that compared to
WinDbg as the only kernel debugger, HyperDbg performs step-in,
conditional breaks, and syscall recording, 2.98x, 1319x, and 2018x
faster, respectively. We finally show real-world applications, such as
a 0-day analysis, structure reconstruction for reverse engineering,
software performance analysis, and code-coverage analysis.
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1 INTRODUCTION

Debuggers are an essential element in software development and
analysis that are actively employed by computer engineers to im-
prove efficiency, detect security flaws, and fix bugs in software
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programs. Additionally, debuggers are also utilized as a valuable
tool for software reverse engineering and malware analysis pur-
poses. There has been a series of commercial and open-source
debugging software offering convenient features to address such
needs [16, 19, 71, 84, 93]. Given the outstanding growth in the so-
phistication and complexity of evasion and obfuscation methods,
it is necessary to facilitate powerful debuggers to analyze, detect,
and understand malware.

Modern binary executables, armed with packing [96], evasion
[27], and hardware-assisted techniques [48, 69], employ a series of
methods that involve anti-virtualization [4], anti-emulation[54], as
well as side effects and footprint detection [1] (e.g., call to specific
OS APIs) to impede debugging. Despite many valuable efforts for
development of transparent and effective analysis methods in the
community [23, 25, 68, 77, 95, 97], currently available debugging
tools struggle to encounter modern protected programs and mal-
ware. These tools lack elaborate kernel-side components to offer
deep scrutiny for reverse-engineering purposes. A comprehensive
analysis of 4 million malware samples shows that 88% are equipped
with anti-reversing, and 81% with anti-debugging or virtualization
techniques [8]. Utilizing OS APIs [9] or leveraging ring-0 options
[34] leads to artifacts and leakages that high-privilege malware can
detect.

All these complications have recently attracted the attention of
researchers to integrate the debugging infrastructure deeper into
the hardware. As a result, solutions based on bare metal [49, 91, 97],
hypervisor level (VT-x) [23, 29, 52, 92], System Management Mode
(SMM) [97], or even Intel Memory Management Engine (MME) [28]
are used to minimize the leakage of the debugger’s presence. This
increases the transparency of the debugger and thus its stealth-
iness. While these lower-level realization of debugging mecha-
nisms increase the transparency surface, they suffer from huge
performance degradation. Although sub-kernel deployment [98]
of debugging, monitoring and software analysis tools can offer a
powerful platform for such use cases such as analyzing evasive
malware, previously-proposed sub-kernel debuggers fail to provide
rich debugging functionality as they have been either discontinued
[17, 29], developed for pure academic purposes [29], or have not
been through thorough development and testing required for deal-
ing with real-world applications and scenarios [98]. Moreover, the
availability of the source code for such tools is still known to be a
requirement in the community.

In this paper, we propose HyperDbg, a hypervisor-based (ring
-1) debugger designed to use modern hardware technologies to
provide new features to the reverse-engineering community. It
operates on top of Windows by virtualizing an already running
system using Intel VT-x. As a primary goal, HyperDbg strives to be
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as stealthy and OS-independent as possible. HyperDbg avoids using
any operating-system APIs and software debugging mechanisms.
Instead, it extensively uses processor features such as Second Layer
Page Table, i.e., Extended Page Tables (EPT), to monitor both the
kernel and the user executions.

Avoiding OS-based debugging APIs increases the transparency
against classic anti-debugging methods. Moreover, by directly re-
lying on hardware feature, HyperDbg is invisible for time-delta
methods that detect the presence of hypervisors, e.g., by detecting
the overhead of traps into the hypervisor [64, 72]. Such hardware-
enabled features also allows HyperDbg to offer various state-of-
the-art functions such as hidden hooks, which are as fast as current
inline hooks but also offer stealth debugging. HyperDbg supports
Hardware Debug Registers simulation to break on read and write
accesses to a specific location while remaining entirely invisible to
both the OS kernel and the programs. Moreover, such hardware-
assisted features make it possible for HyperDbg to eliminate all
limitations previously imposed by Hardware Debug Registers in size
and count [97]. We evaluate the transparency by extensive evalu-
ation against anti-debugging, anti-virtualization, anti-hypervisor
methods, and packer software. HyperDbg was not detected by any
of the 13 tested packers and protectors. No other existing debugger
achieves this level of stealthiness, with debuggers being detected
on average by 44% of packers and protectors, with no debugger
detected by less than 3. We demonstrate the applicability of trans-
parent debugging on 10,853 malware samples. Our results show
that HyperDbg successfully analyzes 22% and 26% more malware
samples compared to WinDbg and x64dbg respectively. We also
describe an existing 0-day vulnerability in Windows 10 kernel suc-
cessfully analyzed by HyperDbg’s transparent mode, rediscovered
during our experiments.

For high-performance debugging, HyperDbg uses a VMX-root-
compatible script engine that executes the entire debugging func-
tionality in the kernel mode, enabling complex debugging func-
tionality. Our script engine eliminates any user to kernel-mode
interaction, making any OS-level API obsolete while providing a
huge debugging performance. We evaluate the improved debug-
ging performance in three concrete debugging scenarios: stepping,
conditional breaks, and syscall recording. Compared to the state-of-
the-art debugger WinDbg, HyperDbg is 2.98, 1319, and 2018 times
faster, respectively.

We show that the unique design of HyperDbg enables use cases
beyond classical debugging scenarios. We describe how the pro-
posed debugger enables transparent debugging of I/O devices, analy-
ses performance of software, and provides means for code coverage
usable for (kernel) fuzzing. Finally, our analysis of a Windows 10
0-day in a kernel-mode bootkit malware shows that HyperDbg is
mature enough for real-world malware analysis.

Contributions. The contributions of this paper are as follows.

(1) We present HyperDbg, a hypervisor-assisted debugger spe-
cialized for deep software analysis, reverse engineering, and
fuzzing with a focus on stealthiness.

(2) We introduce a VMX-root-compatible script engine within
HyperDbg that is orders of magnitude faster than state-of-
the-art debuggers for common tasks.

(3) We demonstrate transparent debugging on 10,853 malware
samples, showing that HyperDbg can analyze 22%-26% more
malware samples than state-of-the-art debuggers.

(4) We describe multiple applications of HyperDbg, such as
large-scale and fast malware analysis including a Windows
0-day analysis, code coverage in fuzzing, debugging of I/O
devices, and software-performance measurements.

Availability. HyperDbg is fully open source and is available to
foster the security research and software engineering:
https://github.com/HyperDbg/HyperDbg.

Outline. The remainder of this paper is organized as follows.
In Section 2, we provide required background information. Sec-
tion 3 presents the design, and Section 4 the architecture of Hy-
perDbg. Section 5.2 introduces the script engine, and Section 6
the transparency-mode of HyperDbg. Section 7 provides the trans-
parency and performance evaluations. Section 8 describes addi-
tional use cases. Section 9 discusses related work, and Section 10
concludes the paper.

2 TECHNICAL BACKGROUND

In this section, we survey the technical background knowledge to
describe the design of the proposed debugger. We briefly review
the structure and features of modern debuggers, hypervisors, and
the main hardware capabilities provided by Intel, on top of which
HyperDbg is implemented.

2.1 Modern Debuggers

Debugging is fundamentally defined as the process of examination
and analysis of a software program to understand or locate the
unsatisfying code snippets in terms of functionality, performance,
or security flaw [2, 51]. To address the desired functionalities, a
debugger should facilitate multiple mechanisms. Stepping through
the source code or assembly, memory inspection and modification,
as well as breakpoint definition are vital features in commodity
debuggers. From the reverse engineering and malware analysis per-
spective, debuggers generally fall into two categories of user-mode
and kernel-mode debuggers [34]. User-mode debuggers provide
the basic functionality to analyze a user-mode process. They are
simply implemented and easy to use. User-mode debuggers give
a convenient and isolated environment for the user. x64dbg [93],
Ollydbg [71], and Immunity Debugger [43] are well-known exam-
ples of user-mode debuggers. Kernel-level debuggers run in kernel
mode, which grants them higher privileges in terms of register
and memory access during the program’s execution. WinDbg [16]
and GDB [19] are famous examples of kernel debuggers that are
widely used for reverse engineering and malware analysis [1]. With
advances in malware evasion techniques [4], researchers have been
showing interest towards virtualization, simulation, and hardware-
assisted debugging methods [53] that can offer a more transparent
environment for code analysis and low-level modification of the
execution flow [68, 97].

2.2 Hypervisor

Ahypervisor (also known as a virtual machinemonitor or VMM) is a
software that makes virtualization possible by virtually sharing the
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resources, such as memory and processor [13, 18, 74]. It abstracts
guest machines and the operating system they run from the actual
hardware and runs virtual machines (VMs). Generally, hypervisors
can be divided into the two following categories:

Type 1 - Hypervisor. Type 1 (also known as “bare metal”) hyper-
visor runs directly on the top of the hardware, with no operating
system running below it [33]. In these hypervisors, the VMM is
responsible for allocating and scheduling system resources to guest
OSs. Well-known examples of this class of hypervisors include
VMware ESXi and Xen.

Type 2 - Hypervisor. Type 2 hypervisor (also known as “hosted
VMM”) run as an application in a host operating system and per-
forms I/O operations on behalf of the guest OS. As such, after the
guest OS issues an I/O request, it gets trapped by the host OS and
sent to a device driver, and the completed I/O request is again
routed back to the guest OS via the host OS [24, 33]. Examples of
this category are VMware Workstation, VMware Player, Microsoft
Hyper-V, Oracle VirtualBox, and Parallels Desktop.

2.3 Instruction Set Architecture (ISA)

Extensions

In this section, we briefly describe Intel VT-x, Intel EPT, and Intel
TSX ISA extensions employed in the proposed hypervisor-level
debugger. Note that HyperDbg in its current format only supports
Intel processors and is built based on Intel technologies and termi-
nology. However, similar hardware features exist both for AMD and
ARM processors that can be exploited likewise. Further description
is provided in Appendix F.

Intel Virtualization Technology (VT-x). Intel VT-x (formerly known
as Vanderpool) is the hardware virtualization technology provided
by Intel for IA-32 processors to simplify virtualization and increase
the performance of VMMs [66]. VT-x introduces new data struc-
tures and instructions to the ISA [30] and enables processors to act
as if there were several independent processors to allow multiple
operating systems to run simultaneously on the same machine.

Intel Extended Page Table (EPT). Intel VT-x technology comes
with a hardware-assisted Memory Management Unit (MMU) and
the implementation of Second Level Address Translation (SLAT),
known as Extended Page Table (EPT). By translating the Guest
Physical Address (GPA) to Host Physical Address (HPA) on the CPU
level [87], EPT eliminates the overhead associated with software-
managed shadow page tables [42]. In Intel’s design, each CPU core
can use a separate EPT Table, which allows formultiple independent
accesses from different OSs concurrently.

Intel Transactional Synchronization Extensions (TSX). Intel TSX
is the product name for two x86 instruction set extensions, called
Hardware Lock Elision (HLE) and Restricted Transactional Memory
(RTM) [45, 83]. In this paper, by using the term Intel TSX, we refer
to RTM specifically. RTM is an extension that adds instructions
to ISA that allow declaring hardware transactions. Instructions
within a transaction appear atomic, i.e., either all succeed or the
architectural state is rolled back to before the transaction. Such a
rollback happens, e.g., if an interrupt occurs during a transaction.

2.4 Terminology

As our implementation here is based on Intel processors, we de-
scribe the low-level design of our system uses Intel Terminologies.
Appendix C gives a complete descriptions of the used terms featured
by Intel which are also briefly tabulated in Table 4.

3 HIGH-LEVEL OVERVIEW

This section provides a brief high-level description of the design
of HyperDbg and its building blocks. Here, we describe how the
proposed debugging functionalities are implemented by a high-level
abstraction and propose three debugging operations modes.

3.1 High-level Debugging Flow

On the high level, like other debuggers, HyperDbg is design to
performs a level of analysis within a target system referred as the
Guest. The source debugging instructions are usually sent from an
external system known as the debugger Host. Figure 1, illustrates
a high-level overview of HyperDbg’s sub-systems and execution
flow. As shown, the debugger lies as an end-to-end framework,
connecting the guest and the host systems by a communication in-
terface (e.g., Serial). While the core building blocks are all deployed
within the hypervisor level on the guest side, the host side provides
a CLI interface with the user and deploys an assembler/dissembler
as well as a front-end engine for the debugging functionalities. Mul-
tiple debugging sub-systems are deployed in the VMX-root mode
of the guest system, which directly utilizes hardware features (e.g.,
EPT) for their functionality. As shown in Figure 1, the debugging
commands are taken by the host where are (dis)assembled and
parsed through the script engine in 1 . Then, the commands are
sent via a communication channel to the guest. These commands
are interpreted on the script engine’s back-end at the guest’s hyper-
visor level. Based on the requested debugging routine, any user or
kernel-mode debuggee program code can be targeted on the guest
side with a direct access to the execution flow as indicated in 4 .
The sequence of the commands and functionalities are executed
based on an event-triggered routine (Section 3.2) according to each
sub-system as depicted in 2 . Finally, The sub-system functional-
ities utilize correspondent hardware-based features (e.g., EPT) to
execute its operation in 3 . We describe the deployment of each
sub-system in detail in Section 4. Note that in the practical debug-
ging procedure, bi-directional communication is required between
the user at the host and debuggee code at the guest side. However,
as shown in the figure, with the use of the script engine, Hyper-
Dbg is able to confine the communication in an automated routine
within the guest kernel mode if necessary.

3.2 Event-Triggered Interface

To facilitate the debugging routines, we control the usage of the
underlying functions and building blocks by an abstracted concept
referred as an Event in HyperDbg. Subsequently, we define Con-
ditions and Actions that are used in the sub-system procedures for
debugging.

3.2.1 Events. An Event is the occurrence of an incident that is of
interest to the debugger. This comprises a wide range of activities
ranging from a specific system call (Syscall) that the debugger is set
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Figure 1: High-level overview of HyperDbg’s sub-systems and execution flow

to monitor, to access to a particular memory address. HyperDbg
can be configured to perform arbitrarily defined actions upon the
occurrence of each event. A list of the supported events provided
by HyperDbg is presented in Table 3 in the Appendix A.

3.2.2 Actions. Upon having an event triggered, HyperDbg can
evoke specific functionalities known as actions. HyperDbg pro-
vides three types of action: Break, Script, and Custom Codes. The
Break action is the conventional feature of classic debuggers where
all processing cores are paused until the debugger’s further permis-
sion. The Script action allows viewing and modifying parameters,
registers, and memory contents without breaking into the debug-
ger. It also permits creating logs and running codes in the kernel
space. The Custom Codes action provides the ability to run custom
assembly codes whenever a specific event is triggered.

3.2.3 Conditions. Conditions are specific circumstances that can
be defined by the user in form of logical expressions to constrain
the execution of an event. This, in turn, allows for the definition of
conditional events where an event is triggered only upon evaluation
of an expression to true.

3.3 Operating Modes

Based on different applicability, HyperDbg provides two modes of
operation described as follows.

3.3.1 VMI Mode. Virtual Machine Introspection (VMI) Mode is
presented for regular user application debugging and kernel-mode
local debugging. Although it offers a conventional debugging ex-
perience by providing access to all HyperDbg features (including
debugging, halting, and stepping user-mode applications) in an
out-of-the-box fashion, kernel-mode breaking to the debugger and
stepping are limited. VMImode also allows scripts and custom codes
in both user-mode and kernel-mode for local or remote debugging.

3.3.2 Debugger Mode. Debugger Mode is a powerful operating
mode that allows for connecting to the kernel and halting the system
to step-in and step-over through the kernel and user instructions.
Here, debugging connectivity is carried out with a serial cable or a
virtual serial device.

3.3.3 Transparent Mode. Both modes can be used in Transparent
Mode, which offers stealth debugging by attempting to conceal Hy-
perDbg’s presence on timing and microarchitectural levels. While
this does not guarantee 100% transparency, it makes it substantially
more challenging for the anti-debugging and anti-hypervisor meth-
ods to detect the debugger. The presenting transparency methodol-
ogy is described in Section 6 and is thoroughly evaluated in Section
7.1.

4 BACK-END ARCHITECTURE

This section explores the architectural design of HyperDbg on a
sub-system level. We describe the challenges and shortcomings of
the existing methods and debuggers for each sub-system. Then,
by describing the underlying detailed implementation of the core
sub-systems, we propose HyperDbg’s approach to address each of
these challenges.

4.1 Stepping Subsystem

The stepping mechanism is an essential capability of a debugger.
In this section, we investigate the stepping mechanism used in
conventional debuggers and their shortcomings with regards to
their capability in delivering a true line-by-line stepping procedure.
In the following, we discuss the solutions offered in HyperDbg as a
VMX-root mode debugger to provide different stepping mechanisms
and address these issues.

4.1.1 Step-in. Step-in offers the conventional step functionality
available in commodity debuggers (e.g.,WinDbg [16], GDB [19]) by
setting the RFLAGS trap flag tomake the system stop after execution
of a single instruction. This allows the debugger to read/modify the
content of the registers and the memory by following a trap flag in
the kernel.

Challenge. Conventional stepping mechanisms cannot guaran-
tee a line-by-line stepping procedure as all other CPU cores and
processes may execute their routines, and interrupts can drastically
alter a program’s execution flow.

Figure 2a shows an example of the step-in where the execution
flow is disrupted by a #DB exception interruption. A naive solution
would mask all external interrupts by unsetting the Interrupt Flag
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in RFLAGS. However, intercepting/preventing the interrupts can
easily break the OS semantics and lead to Blue Screen Of Death
(BSOD) (e.g., queuing self-DPC interrupts when IRQL is not prop-
erly adjusted). HyperDbg introduces the instrumental step-in to
provide a guaranteed stepping mechanism in debugging routine.

Approach. Considering the shortcomings of the conventional
Step-in mechanism, HyperDbg introduces an instrumentation Step-
in mechanism by employing the Monitor Trap Flag (MTF); a feature
that works similar to RFLAGS’s Trap Flag (TF) but appears transpar-
ent to the guest. Moreover, by utilizing Non-Maskable Interrupts
(NMIs) to ensure the execution in a single core while other cores
are halted. This method entirely overcomes the disruptions by in-
evitable interrupts.

4.1.2 Instrumentation Step-in. To the best of the authors’ knowl-
edge, HyperDbg is the first debugger to address the issue by pre-
senting a guaranteed stepping method. According to Figure 2c,
after executing the target instruction, a VM-exit is triggered (as an
MTF has been previously set). Doing so, guarantees that only the
succeeding instruction is executed in the debugging guest. To do
so, HyperDbg continues at only one core and disables interrupts
on the same core (ignoring external interrupts by setting external-
interrupts exiting bit in VMCS) to offer a fine-grained stepping. This
method provides the user with the unique feature to instrument
routines from user-mode to kernel-mode and kernel-mode to user-
mode that is not possible though other kernel debugger (WinDbg).
As an example, whenever the user-mode executes a SYSCALL in-
struction, HyperDbg allows the user to follow the instructions
directly into the kernel and execute the next instruction in the
kernel-mode (SYSCALL handler). Similarly, if a page-fault occurs in
the middle of a user-mode application, the debugger is moved into
the kernel-mode’s page-fault handler. On the other hand, kernel-
mode to user-mode migration is also handled by HyperDbg (e.g.,
executing a SYSRET or IRET returns the debugger to user-mode
from kernel-mode).

4.1.3 Step-over. The step-over mechanism in HyperDbg is very
similar to conventional Step-in, except for the call instruction where
the debugger sends the length of the call instruction to the debuggee,
and instead of setting the Trap flag, it sets a Hardware Debug Reg-
ister to the instruction after the call. Therefore, when the call is
finished, the Hardware Debug Register is triggered, and the debug-
ger is notified about the next instruction. Since other threads/cores
might also trigger the Hardware Debug Register (as all the thread-
s/cores are continued through the stepping), HyperDbg ignores
such #DBs from other Thread IDs/Process IDs and re-sets the de-
bug register until reaching the correct execution context and target
thread that is supposed to trigger the Hardware Debug Register.
Figure 2b shows the overview of the step-over stepping mechanism
in HyperDbg, where upon inspection of a call instruction, a debug
breakpoint exception (#DB) is thrown for the next instruction.

4.2 Hooking Subsystem

Hooking in the context of debugging is the act of intercepting
an arbitrary event (e.g. execution of a breakpoint on a particular
address), running specific commands, and turning the execution

flow back to the conventional routine at the entry point of the
event.

Challenge. Existing hooking systems in commodity debuggers
implement direct memory access, which a user-mode software can
easily check and detect. The integrity of memory can effortlessly be
verified as well. This leaves the possibility of debugging detection
for evasive malware. Moreover, Hardware Debug Registers used to
record memory content in debugging process are fixed in number
and size, limiting hooking performance.

4.2.1 SYSCALL and SYSRET Hooks. HyperDbg implements hook-
ing functionality by evoking an undefined opcode exception (#UD)
(by unsetting the SCE bit in the Extended Feature Enable Register,
i.e., IA32_EFER) and checking for the originating cause of the ex-
ception. The user can execute any arbitrary script and set hooks for
any arbitrary system-call through the OS (SYSCALL) or any return
of the execution flow from a system-call (SYSRET ). During a user-
to-kernel or kernel-to-user emulation, the debugger can monitor,
execute or modify the system context before the actual execution
of the instructions. HyperDbg provides the following approach for
its novel hooking capabilities.

Approach. HyperDbg allows the user to monitor and manipu-
late memory accesses while remaining transparent by providing
two EPT hooking mechanisms that reveal an unmodified version
of the target page to the application. This methodology delivers
an entirely transparent memory hook via EPT. Furthermore, we
emulate Debug Registers to increase address traceability surpassing
the previous limitations.

4.2.2 EPT Hidden Hook. We propose Hidden Breakpoints (Classic
EPT Hooks) which add a #BP (0xcc) to the target machine’s memory
to cause a trap upon an attempt from the guest to execute the target
memory address. Another way is to utilize Detours-Style Hooks
(Inline EPT Hooks), which change the execution path by jumping to
the patched instructions and returning the execution flow to the
regular routine after the callback.

While the latter approach has some flexibility constraints (e.g.,
limitations with the usage of script engine, the range of hookable
addresses, number of hooks in a page table), avoiding the costly VM-
exit operation makes for a substantially faster hooking mechanism.

4.2.3 Limitless Simulating of Debug Register (monitor). EPT hook-
ing also allows for monitoring any read/write to any range of ad-
dresses by causing an event trigger to emulate Hardware Debug
Registers capability while eliminating its limitations on the number
and lengths of trackable addresses [11].

4.3 Memory Access in VMX-root Mode

Implementation of safe memory access is one of the challenging
parts of designing a hypervisor-level debugger, as there are many
scenarios that can lead to system halt or an exception (e.g., access
to paged-out [39] pages in the VMX-root [46], and access to user-
space memory from the VMX-root mode) that cannot be addressed
using readily available primitive instructions (e.g., mov).

Challenge. Safe memory access through VMX-level is extremely
complicated as it is often handled by the OS. This often results
in performance overheads and footprints in conventional current
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Possibly
other

Process/
Thread
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#DB (Exeption Bitmap VM exit)

Trap Flag : Set

Interrupt /Exception (All cores 
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(a) The t command Stepping mechanism in

HyperDbg

p command
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mov rbx, 0x75DD

 call rax

add rax, rdx

Debuggee Program VMX-ROOT MODE

#DB (Exeption Bitmap VM exit)

Trap Flag : Set

Kernel Mode

Possibly
other
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Thread
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#DB (Exeption Bitmap VM exit)

Trap Flag : Set

HW 
BP

xor rdi, rdi

...

xor rdx, rdx

ret

Called Function

(b) The p command Stepping over mechanism in

HyperDbg

i command

mov rax, 0x15

mov rbx, 0x7585

push rbx

mov rdi, rsp

...

Debuggee Program VMX-ROOT MODE

MTF VM exit

MTF : Set

Kernel Mode

Interrupts are 
ignored and

only a single core 
operates

( No other Process/ 
Thread

is executed )

MTF VM exit

MTF : Set

(c) The i command Instrumentation Step-

ping Approach in HyperDbg

Figure 2: HyperDbg Stepping Commands

debuggers. However, safe and efficient memory access is necessary
for many use cases such as malware analysis.

Approach.We propose a series of methodologies to address the
complications of VMX memory management, described as follows.

4.3.1 Discovering Page-table Entries. The conventional method in
HyperDbg to detect a valid page is checking for the presence of a
valid page-table entry (with set present bit) for its target address.
This method requires traversing through the page tables to carry
out the discovery process. As an alternative method, we make use
of Intel Transactional Synchronization Extensions (TSX). TSX sup-
presses exceptions/faults without any switch between user/kernel
modes nor getting involved with exception handlers. This ability
is leveraged in HyperDbg to check for the validity of a page by
checking the successful execution of a transaction involving the
target address. A similar approach has been used by Schwarz et al.
[81] to check if an address in SGX is mapped. This method can be
carried out using only a few instructions (Listing 1); however, as
not all processors support this capability, HyperDbg automatically
checks for the processor’s support of this feature and switches to
the former method if necessary. Our experiments show that a TSX-
based page discovery for user-mode debugging is roughly three
orders of magnitude faster since normal traversing requires the
requests to be forwarded to the user for validity check. However,
in kernel-mode applications, the method incurs a 40% slow-down
due to the domination of cycles introduced by RTM routines.

1 ; Use I n t e l TSX to supp r e s s any
2 ; page − f a u l t i n VMX− roo t mode
3 XBEGIN $+xxx ; End o f TSX
4 MOV RAX , Dword PTR : [ RCX]
5 ; Acces s the t a r g e t memory address ,
6 XEND ; End o f TSX
7 MOV RAX , 1
8 JMP Return
9 MOV RAX , 0
10 Return :
11 RETN ; Return the r e s u l t

Listing 1: Using Intel TSX to detect address validity.

4.3.2 Retrieving a Page by Injecting Page Fault (#PF). Upon absence
of a page, HyperDbg injects a page-fault to the debuggee (by con-
figuring the CR2 register to the target virtual address) to request
the VMX non-root, to bring the page back from the hard disk to the
RAM when it is resumed. While this method is not applicable in
some scenarios (e.g., in DISPATCH_LEVEL IRQL level as paging is
not available), it can be useful in many others (e.g., upon execution

of a SYSCALL or SYSRET where the system is guaranteed to be in
PASSIVE_LEVEL).

4.3.3 VMX-root Mode Compatible Message Tracing. Sending a mes-
sage from VMX-root mode to VMX non-root mode is a challenging
part of hypervisor design due to various limitations of accessing
paged-pool buffers in VMX-root mode. Notably, most NT functions
are not ANY IRQL compatible, as they might access buffers that
reside in paged pool memory. To send commands and messages
from VMX-root mode to the user-mode application or the debugger,
HyperDbg provides a custom VMX-root mode compatible message
tracing mechanism. This mechanism operates on the non-paged
pool, and its memory is visible in VMX-root mode. By deploying
specialized messaging buffers, we ensure that the messages are only
sent when the paging process is safely accessible on the kernel-
mode. The details of this mechanism is thoroughly discussed in
[78].

4.3.4 Reading and Writing Memory. Due to the various safety con-
siderations surrounding making direct access to a user-space ad-
dress from VMX-root mode, HyperDbg is designed not to access
the memory directly but to use a virtual addressing method to re-
serve a Page Table Entry (PTE) and map the desired user-mode
physical address to a kernel-mode virtual address to enable safe
memory read/write access. Furthermore, the write-enable bit in the
PTE eliminates the check for the writability of the target address.

4.3.5 Pre-allocated Pools. Given that most of HyperDbg’s routines
operate in VMX-root mode, HyperDbg makes use of pre-allocated
pools to provide a mechanism for addressing the conventionally
impossible [46] issue of allocating memory in the VMX-root mode.
These pools (when divided into 4KB granularity) provide the re-
sources necessary for EPT hooks. HyperDbg’s memory manager
routines periodically check for any deallocation/replacement of
memory pools needed in VMX root mode and performs them when
the debugee is in VMX non-root mode.

5 FRONT-END ARCHITECTURE

In the following section, we explore the intermediatory components
of HyperDbg’s connecting back-end VMX-root mode sub-systems
with the host machine as well as the user-interface functionality.
Specifically, We describe guest-host communication and the kernel-
level script engine. Although the core functionality of the proposed
script engine operates on the guest side’s VMX-root, we regard all
non-VMX-root sub-modules in our framework as front-end here.
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Figure 3: The overall view of the communication in Hyper-

Dbg

5.1 Communicating and Task Appliance

The impracticality of using Windows API for data transmission
over network in a debugger can be attributed to the unavailability
of interrupts in VMX-root mode (which forces the mode of commu-
nication to polling mode) and the need for extra implementation,
as Windows uses different device stacks in different IRQL levels for
networking. Owing to these challenges, HyperDbg utilizes serial
ports for data transfers as it simplifies many aspects of design and
usability and enables the use of polling mode. Figure 3 shows the
general overview of HyperDbg communication routine.

5.1.1 Sending Data over Serial. Following the connection initial-
ization between a serial device and its co-responding serial port,
a connection to the target device can be established by providing
the COM argument. HyperDbg supports up to four different serial
ports at a time. Furthermore, halting a debuggee is performed by
sending an interrupt signal using the interrupt mode of the serial
device, which eliminates the need for gritty checks in polling mode
when the debuggee is running. The interrupt to the user-mode
application of the debuggee is passed down into the kernel-mode,
where eventually, a VMCALL is invoked to put the debuggee to the
pause state in the VMX-root mode and await further commands
(packets) from the debugger.

5.1.2 Communication between Cores. Upon an event getting trig-
gered, HyperDbg checks for a corresponding action and halts every
other core in the VMX-root mode in case of a break action (by send-
ing Non-Maskable Interrupts (NMIs) [21], which cause the core to
spin on a spinlock and invoke a VM-exit and await further com-
mands from the debugger), or executing the custom code/script
without notifying the other cores, otherwise.

5.2 Kernel-level Script Engine

Modern day debuggers fall short in providing a high-performance
and highly customizable scripting framework. Striving to address
this gap and faced with the lack of support for direct access to
memory in VMX-root mode, we designed a VMX-enabled script
engine from the scratch. To the best of authors’ knowledge this
is the only script-engine solution available in VMX-root mode
offering advantageous features like OS spinlock, memory check
as well as auxiliary functions (e.g., printf and strlen). As shown
in the overview of the script engine’s architecture in Figure 4a,
the script engine is comprised of a back-end (that uses LL(1) and
LALR(1) parsers for maximum efficiency) and a front-end that uses

Guest
VMX-ROOT MODE

Host
USER MODE

Prepare The 
Returning 

Buffer

printf("rax =
 0x%llx\n", @rax);

Lexer

Parser

IR Format Code 
Generator

IR Format 
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(a) HyperDbgs script engine’s

execution flow

Debuggee 
mov rax, 0x55
syscall
ret

Conditional 
Event Check

Event

Run Custom 
Code

Break: Wait 
for Command

Continue 
Debugee

VMI Mode: 
Send via DPC
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Engine 

(b) Script Engine invocation as an
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Figure 4: Description of Script Engine in HyperDbg

a MASM Style syntax with C keywords (e.g., if, else, for) and an
easily customizable grammar.

The user-inputted scripts are delivered to the front-end host,
scanned via a lexer, and parsed into an Intermediate Representation
(IR), which is sent into a buffer over the serial interface into the
guest’s kernel VMX-root mode for execution. Afterward, a buffer
is gradually filled with the execution results and transmitted back
to the host. This approach offers substantial performance improve-
ment compared to the conventional bidirectional method used in
commodity debuggers (where commands and scripts are sent and
parsed line by line) by sending the entirety of the script into the
VMX-root mode, and the response back into the user mode, in a
unidirectional flow.

As illustrated in Figure 4b, it is also possible to set a script as the
action of an event. In this scenario, the parsed IR script is stored
into the VMX-root kernel once, and upon having its corresponding
event triggered, the IR is performed locally, thus improving the
execution performance of the script engine. A sample script with a
detailed description of the example is provided in Appendix E.

6 TRANSPARENCY ANALYSIS

In this section, we investigate the side effects and overhead created
by HyperDbg which potentially could be exploited for detection.
We further analyze different levels of transparency analysis us-
ing malware anti-debugging methods. Furthermore, we propose
a statistical approach for immunizing HyperDbg against timing
side-channel attacks targeting sub-OS intercepting entities.

6.1 Hypervisor Detection Methods and

Mitigations

Detection of sub-OS third-party programs (e.g., hypervisors) is
carried out by querying for a set of indicative footprints, such
as registry keys, system-calls (e.g., to discover running processes
and loaded drivers), and instructions [89] (e.g., CPUID, IDT, LDT).
HyperDbg counters these endeavors by intercepting the attempt,
forcing a VM-exit, and emulating the corresponding return values
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with those of a normal, non-virtualized environment in the VM-
exit handler. Table 1 provides a comprehensive overview of these
methods. More sophisticated hypervisor/VM detection methods
exploit timing side channels. The key idea is the fact that certain
instructions (e.g., CPUID, GETSEC, INVD, XSETB) cause a VM-exit
routine when executed. If the target program is running in a VM,
this results in a longer execution time than on bare metal, which
can be detected by timing measurements. The listing 2 shows an ex-
ample of such attacks. In the following we describe the mechanisms
in HyperDbg to counter these detection methods.

6.2 Timing Transparency in HyperDbg

HyperDbg’s transparent mode offers a solution for hiding the virtu-
alization timing leakage by identifying VM-detecting sequences and
replacing the timing values with those of a non-virtualized system.
To the best of our knowledge, HyperDbg is the first debugger to
offer a practical means to hide the timing footprint used by analyzer
software to detect virtualized environments. By offering the means
for the construction of a statistical model of the execution time,
extensive timing profiling is executed prior to the launch of the
VMM module. Hence, a timestamp can be emulated with as much
resemblance to the normal operating condition of the guest OS as
possible.

1 rdtscp ; ge t the c u r r e n t t ime c l o c k
2 cpuid ; Execute a s e r i a l i z a t i o n i n s t r u c t i o n (VM− e x i t )
3 rdtscp ; De l t a Timing

Listing 2: The timing measurement code by forcing VM-exit

In the initial release of HyperDbg, a proof of concept of this
method is implemented using a two-termGaussian Distribution as a
regressor function, as our experiments indicate that it can be a good

Table 1: Anti-Debugging and Anti-VM exercises and mitiga-

tion in HyperDbg
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Interrupt 0x41
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Figure 5: PDF distribution of timing measurement for deacti-

vated HyperDbg (a), with activated HyperDbg (b)

fit for modeling the execution times of such nature. Figure 5 shows
the Probability Distribution Function (PDF) of our measurements
by running 10k executions of the sequence in Listing 2, with and
without HyperDbg enabled. These values can be derived and the
statistical parameters can be recorded for emulation purposes.

HyperDbg currently enables covering the VM timing leakage
by providing two methods that are: 1) Adjusting the MSR register
that keeps track of the CPU’s time which is referred as IA32_TIME_
STAMP_COUNTER, and 2) Emulating the results of RDTSC and RDTSCP
instructions that provide the means for user-level applications for
accessing the CPU timing values. Each of these methods comes with
its own set of advantages and setbacks. The former approach does
not require a VM-exit for its function, which simplifies the solution
and allows for covering more complex VM-detection sequences,
but might increase the instability and interfere with the normal
functionality of the system as other applications are also reliant
on this mechanism for their timing measurements. In contrast, the
latter method (Figure 6) does not cause any interference with the
inner workings of the system, but requiring a VM-exit adds a layer
of complexity, as emulating timing values expected by an exam-
iner program armed with sophisticated patterns for VM-detection
would require extra considerations.

The transparency function can be used on a process or a list
of executables, as global emulation of timing instructions would
most likely disturb primary functionalities of the system (our ex-
periments show disturbances in the screen driver, as well as audio
output performance when a global emulation is implemented).

7 EVALUATION

In this section, we thoroughly evaluate HyperDbg in terms of its
transparency and performance in different scenarios.

7.1 Transparency Evaluation

There are multiple debugger detectors and analyzers, both commer-
cial and open-source, to examine against the transparency methods.
For our initial evaluation, we have test the implemented methods
on the well-known pafish [3] software which employs a collection
of anti-debugging and protection methods.

In accordance with our expectations, the first method, which
involves updating the IA32_TIME_STAMP_COUNTER, interferes with
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the primary functions of the system and causes screen flickering
during our experiments. Regardless, the second method (emulation)
was able to successfully pass pafish analyser with 100% success rate
when enabling emulation for the pafish process.

As an extension to our transparency analysis, we separately
evaluate HyperDbg against common anti-debugging methods and
on commercial off-the-shelf packers/protectors.

7.1.1 Evaluation by Anti-Debugging, -VM, and -Hypervisor. Table 1
describes the common anti-debugging and anti-virtualization meth-
ods [1, 97], and HyperDbg’s countermeasure to avoid detection.
Each of these methods is applied separately in HyperDbg’s De-
bugger mode and activates the suitable countermeasure to verify
the transparency of the proposed debugger. Furthermore, for an
end to end transparency analysis, all the mitigation techniques are
activated. We evaluate HyperDbg against a collection of evasive
malware which is known to employ a wide range of anti-debugging
and VM technologies.

In our experiments, we analyzed 10,853 samples of malware in
different categories derived from a malware database [88]. Each of
these malware samples are executed in HyperDbg’s normal and
Transparent Mode in the Debugger Mode as well as x64dbg (user-
mode debugger) and WinDbg (kernel-mode debugger) in Microsoft
Windows 10 20H1 for comparison. We observe that a relatively
large percentage of the samples detect the debugging environment
inWinDbg and x64dbg and change their behavior accordingly to
conceal their malicious behavior. Considering WinDbg is the base-
line debugger, Figure 8a reports the percentage of successfully
executed malware samples where the debugger is attached. For
this experiment, we measure the success rate of the execution of
malware samples by carefully logging the syscall sequence in the
target system by hooking the syscalls (changing IA32_LSTAR). As
shown in the Figure 8a, HyperDbg’s Transparent mode increases
the transparency surface by 22% compared toWinDbg, successfully
executing malware samples in all four categories without being
detected. This is evident since HyperDbg is performed at the hyper-
visor level, leaving minimal footprints, which anti-debugging/VM
methods in malware cannot determine. Also, it is worthy to note
that some malware samples detect user-mode artifacts introduced
by x64dbg, making it even less transparent thanWinDbg.

Figure 7: Syscalls executed in a malware using HyperDbg

and WinDbg

7.1.2 Syscall Malware Analysis. The transparent deployment of
HyperDbg has the advantage of stealthily monitoring malware
execution. Figure 7 shows the syscall execution flow of a sample
malware on HyperDbg. For high-level comparison it is possible to
extract execution flow and divergence point of evasive malware
here. One can execute the malware on a bare-metal system with
no debugging present rather than HyperDbg’s transparent mode
for monitoring purposes. We attached a kernel-mode debugger
(WinDbg) to the malware and executed the malware, and recorded
the syscall execution flow. We have employed a simple script code
using HyperDbg’s script engine to trace the SYSCALLs in the execu-
tion flow. (See Appendix E) As Figure 7 depicts, the execution flow
of the malware does not follow a similar behavior in the different
environments. As a simple analysis, we could come to the deci-
sion that this specific malware uses some level of Anti-Debugging
methods. To evade its malicious intention, an entirely different (and
most probably safe) execution path is chosen within the malware
code when a debugger is detected. The same approach is used to
measure whether the malware samples are running or not, shown
in Figure 8a.

7.1.3 Evaluation by Packers and Protectors Testing. HyperDbg is
tested by binary files that are processed with packers and protec-
tors. These packed/protected binary files are tested on different
debuggers as well as HyperDbg in both regular debugging and
transparent mode debugging. Table 2 shows the results of attaching
and debugging these protected binaries.

Table 2: Evaluation and comparison of HyperDbg for inte-

grated software via packers/protectors

Packer/Protector File Type WinDbg x64dbg Ollydbg HyperDbg

HyperDbg’s

Trans. Mode

ASPack.V2.42 PE32 Error ✓ ✓ ✓ ✓

Enigma.V4.30 PE64 ✗ ✗ N/A ✗ ✓

Net_Crypto.V5 PE32 ✗ ✗ ✗ ✓ ✓

Obsidium.V1.7 PE64 ✗ ✗ N/A ✓ ✓

Themida.V3.0.4 PE64 ✗ ✗ N/A ✓ ✓

Upx.V3.96 PE64 ✓ ✓ ✓ ✓ ✓

Vmprotect.V.2.13 PE64 ✗ ✗ N/A ✗ ✓

MEW11.V1.2 PE32 ✓ ✓ ✓ ✓ ✓

Pecompact.V3.11 PE32 ✓ ✓ ✓ ✓ ✓

PELock.V2.0 PE32 ✗ ✗ ✗ ✓ ✓

Petite.V2.4 PE32 Error ✓ ✓ ✓ ✓

TeLock.V0.98 PE32 ✓ ✓ ✓ ✓ ✓

YodaCrypter.V1.02 PE32 ✗ ✗ ✗ ✓ ✓
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7.2 Performance Evaluation

In terms of performance, we analyze HyperDbg in three debugging
scenarios which are discussed in the following.

7.2.1 Performance Analysis of Scenario 1: Step-in. Single stepping is
one of the most fundamental functionalities of a debugger that has
been carefully optimized in HyperDbg to become as fast as possible.
To evaluate the performance of this functionality, we considered𝑛 =

100 sets of 65,536 predefined instructions (a particular application)
to evaluate the performance. HyperDbg was able to instrument the
instruction sets on average in 6 minutes and 51 seconds (𝜇 = 411
seconds) with the standard deviation of 𝜎 = 28.3 seconds. It took
WinDbg on average 1, 221 seconds with the standard deviation
of 𝜎 = 118.4 seconds to perform the same function on the same
instructions sets. Thus, HyperDbg takes 2.97 less time on average
to execute the same analysis compared toWinDbg’s instrumenting.

7.2.2 Performance Analysis of Scenario 2: Conditional Breakpoints.
An essential part of analyzing binaries are conditional breakpoints,
which have been implemented robustly and substantially faster
than almost all of the currently available debuggers in HyperDbg.

To evaluate the performance of HyperDbg on conditional break-
points, we set one on the frequently used nt!ExAllocatePoolWi-
thTag function, checking whether the RAX register contains a spe-
cific value. As performance metric, we count the number of times
the condition was checked within 5 minutes both for HyperDbg
andWinDbg. To mitigate timing noise on our results, we repeat the
experiments for 𝑛 = 50 times. As the baseline of the performance,
WinDbg checks on average 6,941 conditions. At the same time,
HyperDbg checks on average 9,153,731 conditions with its classic
implementation of EPT Hook and checks on average 23,214,792
conditions with its detours style EPT Hook.

These result show that HyperDbg’s script engine achieves the
astonishing 1,319 and 3,345 average fold speedups compared to
WinDbg in classic EPT Hook and detours EPT Hooks, respectively.

This significant speed gain comes from the fact that based on
the design, HyperDbg checks and evaluates scripts directly in the
kernel and VMX-root mode and does not need the assistance of the
user-mode for this end. Thus, in contrast to WinDbg, nothing is
transferred to the debugger during the execution of the script.

This difference is also visible in the system’s overall perfor-
mance during the execution of the benchmarks on the debugger.

InWinDbg, the system slows down to the point that it seems the
system has come to a halt since not even the most basic computa-
tions, such as cursor movements are properly processed. While in
HyperDbg’s case, even though the performance of the system is
still slow, it’s usable. Therefore, other tasks could still be normally
performed on the system, which allows alteration and addition of
new conditional breakpoints while the test is performed.

7.2.3 Performance Analysis of Scenario 3: Analyzing Syscalls. Set-
ting breakpoints on syscalls is another scenario that can be used
for evaluation of the performance of HyperDbg.

Generally speaking, it is not possible to set a breakpoint on
syscall-handler routines in other debuggers like WinDbg. How-
ever, it is possible to trace system calls by setting breakpoints on
functions responsible for dispatching the SYSCALL numbers. In
HyperDbg, it is possible to set breakpoints on syscall-handler rou-
tines and to emulate system calls. For the performance evaluation,
we perform 𝑛 = 50 experiments each lasting 300 seconds. WinDbg
executes 2,559 syscalls, while at the same time HyperDbg executes
5,166,430. Hence, HyperDbg is on average 2018x times more effi-
cient thanWinDbg in tracing syscall routines.

8 APPLICATIONS

With the privileged access level and the newly-presented APIs,
HyperDbg can be used in many applications.

8.1 Debugging Devices

HyperDbg supports the general functionality of any other debug-
gers, i.e., pausing and stepping through the instructions, read/write
on memory, read and modify registers, and putting breakpoints
anywhere in the program. Plus, it has many other creative events
to ease the debugging process.

One of the unique capabilities of HyperDbg is its ability to de-
bug the communications of the system with external devices. The
user can monitor each x86 I/O port separately for port mapped
I/O (PMIO) devices and use EPT to monitor Memory Mapped I/O
(MMIO) devices. Since I/O instructions and EPT modifications are
treated as events in HyperDbg, the user is able to monitor the
executions of IN and OUT instructions and create separate logs.
Moreover, it is also possible to modify the registers in the script en-
gine and therefore, delivering the modified values to the operating
system. In addition to debugging Port Mapped I/O and Memory
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Mapped I/O, HyperDbg is also capable of notifying the user about
the interrupts from external devices. For example, HyperDbg can
be configured to intercept any particular interrupt form an external
device (e.g., a PS/2 keyboard) and allow the user to halt Windows
to investigate the device in case it occurs, or simply ignore the
interrupt and allow the operating system to continue normally.

8.2 Fuzzing

One of the main problems of kernel fuzzing is the fact that every
invalid value causes a kernel error and thus a BSOD. HyperDbg can
avoid these errors by handling them even before the OS is notified
and help fuzzing (e.g., by measuring the code coverage).

8.2.1 Code Coverage. As it is common to access invalid memory
location during fuzzing, especially as with a high code coverage,
the target program is exhaustively tested with new input vectors.
In this scenario, HyperDbg is notified in the case of any invalid
access to the memory by using events related to the exceptions and
faults. Hence, if the input test parameters cause a system crash due
to the invalid access, HyperDbg is notified prior to the OS, and it is
possible to efficiently discard the crash before calling the OS error
handling routines. This makes it possible to restore the system state
and continue the fuzzing process with the target function gaining
a huge performance increase compared to a naive code coverage
handled through the OS.

HyperDbg’s script engine provides the possibility to execute
brute-force tests for a target program using simple scripts. For
instance, one can re-execute a target function arbitrarily often,
each time with different parameters.

The proposed instrumentation step-in procedure in HyperDbg
forces the system to only run the specific process without switch-
ing to other processes. Consequently, the CPU only executes the
targeted codes during the fuzzing process and returns the program
flow to the initial state of fuzzing if any crash appears. Using the
script engine, it is then possible to prepare the CPU for the next
stage of fuzzing with new parameters in an entirely automated
mechanism. This method results in a fine-grained approach to fuzz
both user and kernel programs with high-performance execution.

8.3 Malware Analysis

As another essential application, HyperDbg features a transparent
debugging tool that can be used for evasive malware analysis. Given
the unique toolset of HyperDbg, online malware analysis is armed
with a high-performance run-time script-engine, which makes the
process effective and substantially faster. We describe a simple and
transparent syscall malware analysis using HyperDbg in Section
7.1.2. In the following, we survey the applicability of HyperDbg in
a Windows vulnerability.

8.3.1 Analysis of a Vulnerability: A Case Study. During our exper-
iments, we rediscover a full-kernel mode Bootkit known as Pitou
[12], to which the latest Windows versions are still vulnerable. We
briefly describe Pitou as a case study analyzed by HyperDbg.

Pitou is able to attack the victim system by bypassing the user
access control and performing privilege escalation, which enables
it to infect the Master Boot Record (MBR). This allows it to inject its
kernel payload at the time of Windows startup without facing any

resistance from Kernel Mode Code Signing (KMCS) policy. Pitou is
then able to take control of the lowest level components of the OS
(e.g., Windows network driver - NDIS) and utilize VM-level code
that is not executable natively on Windows to obfuscate itself from
conventional disassemblers, which makes it much more difficult to
analyze it. To the date of writing, it is still able to infect the systems
running the latest version of Microsoft Windows with a 0-day local
privilege escalation.

Pitou also employs advanced anti-debugging and anti-sandboxing
techniques that look for any traces of the execution in a non-native
execution environment by performing inspections on Windows
registry, kernel modules, disk devices, BIOS memory, and measure-
ment of CPU ticks using RDTSC. These methods have been shown
to be updated by the creator of the malware in time. In our tests, the
malware detects the debugger environment with some of the most
well-known and widely-used debuggers like WinDbg, x64dbg, and
Ollydbg[71]. It deviates from its normal behavior on every single
debugger. However, with HyperDbg’s transparent mode, we suc-
cessfully execute the malware and perform an extensive dynamic
analysis to reverse-engineer its execution flow.

8.3.2 Digital Forensics & Incident Response (DFIR). HyperDbg can
be used extensively in the DFIR to detect signs of attacks. For in-
stance, the script engine of HyperDbg can be utilized for developing
a pre-built plugin to monitor the top abused APIs/syscalls under
user-specified conditions and on any subset of the processes (e.g.,
critical system processes only), allowing the inspector to adjust be-
tween the conciseness and thoroughness of the logs based on their
preference. Additionally, HyperDbg is capable of classifying the
APIs into different categories of attacks (e.g., code injection, keylog-
ging, or discovery) and transmitting the results over TCP/Named
Pipe/File using Event Forwarding.

8.3.3 Attempt to Exploit Detection. HyperDbg can be used to de-
tect many exploitation techniques. Often, exploits modify a special
structure as the final payload, such as the token of a process [14, 45].

In the above example, HyperDbg can be used to monitor TOKEN
structure and detect any access (or more precisely, any write) to
this structure. After that, this abnormal behavior can be traced back
to reach the initial phase of exploit and reveal its method.

8.4 Software Performance Analysis

HyperDbg can be used for performance and security analysis in soft-
ware development and testing. For example, the highly optimized
methods available in HyperDbg can be utilized for intercepting
events such as page faults, with marginally superior performance
compared to alternative means and methods used in an user-mode
analysis tool [6, 7, 41].

HyperDbg can detect page faults both the operating system and
applications. In previous works, Shadow Paging, Page Tracking,
and Pseudo-paging methods were used to detect page-faults [41].
Detecting page-faults is beneficial in the evaluation of applications
that opt to improve their performance by minimizing the frequency
of page faults. HyperDbg can detect page faults by exploiting ex-
ception bitmaps and providing it as an event. Using this method,
HyperDbg can provide the exact address of fault area (CR2) for
further investigations. This method is transparent to the operating
system and does not change its semantics.
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9 RELATEDWORK

Developing a debugger and low-level software analyzer has been
regarded as a crucial topic for the computer community due to its
impact and applicability in a wide range of scientific research and
industrial products. The implications can be generally categorized
into two main groups: 1) Hardware-level malware analysis and 2)
System isolation, monitoring, and sandboxing.

Over the past decade, many researchers have proposed several
debugging methods based on the ring -1 (sub-OS level) infrastruc-
ture to address these issues. However, in terms of transparency
level, applicability, performance, and generalization, these tools fail
to present a suitable solution for the community. HyperDbg as an
open-sourced and general hardware-assisted debugger that aims
to provide researchers and computer engineers with a tool to help
resolve the aforementioned issues.

Hardware-level malware analysis. Malware developers have
managed to develop many strategies and techniques that allow
them to escape from almost every form of detection methodol-
ogy, including virtualization, debugging, and emulation techniques.
Anti-debugging and anti-virtualization techniques used in early
malware [10] employ numerous evasion methods to hide or reduce
malicious activities. These anti-detection methods are analyzed
comprehensively in the recent study by Galloro et al. [32] where
over 92 classes of evasive techniques executed by modern malware.

Furthermore, hardware-based artifacts such as processor’s cache
actualization [75], scheduling leakage in simultaneous multithread-
ing (SMT) [62], as well as timing side effects [72] of monitoring
facilities can be observed by evasive malware.

As thoroughly discussed by Garfinkel et al. [35], achieving full
transparency against malware running in a virtualized environment
is extremely challenging. Considering all of the issues, previous
work proposed frameworks such as Apate [82] to hide debugging
procedures from malware. Likewise, other work proposes resilient
malware detectors against evasive malware using hardware fea-
tures [44, 85]. Leon et al. [53] study the possibility of utilizing
hypervisors to detect, deactivate and analyze evasive malware by
employing low-level processor features.

Unlike previous solutions, which merely focus on transparency
rather than functionality, our method in HyperDbg to approach
malware analysis provides a richly equipped debugging facility by
pushing the deployment of more complex functionalities deeper
into the hypervisor. This approach not only provides transparency
but gains significant performance, as well as rich functionality all
together in a singular framework making HyperDbg applicable for
real-world malware analysis.

System isolation, tracing, and sandboxing. Due to the in-
creasing complexity of the malware evasion techniques, researchers
have recently evolved the environment from VM-based sandboxes
such as CWSandbox [90] and Cuckoo sandbox [31] to Bare-Metal
sandboxes like BareBox [49], and BareCloud [50] to minimize the
leakage of the virtualization environment. Pioneered by Ether [25]
as the first hypervisor-based analyzer with more transparency level,
Malt [97] and Ninja [68] target Intel’s SMM and Arm’s TrustZone
to present hardware-level debugging and process tracing as well
as sandboxing primarily aiming at malware debugging. Although

transparent to some level, all these works provide simple function-
alities and low-speed tracing, making them unsuitable for deep and
dynamic code analysis. HyperDbg addresses these shortcomings by
providing real-time user-specified debugging functionalities using
VMX-based script-engine. Furthermore, even though the hardware
overhead is negligible for most previous solutions, the total de-
bugging execution flow is prolonged due to the continuous ring
transportation to perform dynamic code analysis. This drawback is
fundamentally solved in HyperDbg ’s design.

Recently, researchers employ newer hardware-based features
(e.g. Intel-PT) for low-level hypervisor fuzzing [79, 80], kernel
failure reverse debugging [36] as well as machine learning ap-
proaches [5], to discover vulnerabilities and bugs. Similar ideas
are deployed for embedded systems arming application tracing
[26], debugging[67, 70], unpacking[94] on Arm processors.

Though designed as debugger, HyperDbg delivers a superior
level of transparency for low-level sandboxing and isolation. More-
over, its architectural design and VMX-enabled script engine pro-
vide an accurate and fast process tracking of arbitrary binaries.

Feature comparison among existing debuggers A Compre-
hensive feature comparison is given in Table 5 in Appendix D.

10 CONCLUSION

With the expanding hardware support in modern processors, it is
nowmore than ever crucial to employ hardware-assisted techniques
in software debugging. Common software debugging solutions rely
on traditional OS-dependent APIs for code functionality analysis,
vulnerabilities detection, and reverse engineering. Modern packed
software and evasive malware employ sophisticated anti-debugging
methods to hide their primary functionalities and withstand reverse
engineering attempts on the extensively used debugging solutions.
This paper presents HyperDbg, an open-source hypervisor-level
debugging tool with transparency and performance in mind. Hy-
perDbg exploits Intel VT-x and Intel EPT to present multiple new
debugging modules, useful for fuzzing, malware analysis, and re-
verse engineering. We propose a novel VMX-level script engine
in HyperDbg’s core which gives an unmatched debugging perfor-
mance useful for software fuzzing as user-mode to kernel-mode
(and vice versa) transfer is entirely avoided. Our evaluation shows
a high level of stealth code analysis against malware classes and
unprecedented performance in terms of debugging functionality
among other available kernel debuggers. Finally, HyperDbg is de-
signed modular and scalable for convenient usage in both academia
and industry.

AVAILABILITY

HyperDbg is fully open-source and is available at:
https://github.com/HyperDbg
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APPENDICES

A EVENT COMMANDS IN HYPERDBG

Table 3: The list of the supported events in HyperDbg

!epthook Classic EPT hook
!epthook2 EPT hook with detours hooking
!syscall Hook execution of system-calls
!sysret Hook execution of sysret instruction

!monitor Monitors any access (Read/Write)
to a region of memory

!cpuid System-wide CPUID instruction
execution detection

!msrread System-wide RDMSR instruction
execution detection

!msrwrite System-wide WRMSR instruction
execution detection

!tsc System-wide RDTSC/RDTSCP
instructions execution detection

!pmc System-wide RDPMC instruction
(performance counter) execution detection

!exception Monitors and hooks first 32 entries
of Interrupt Descriptor Table (IDT)

!interrupt Monitors and hooks external-interrupts 33 to
256 entries of Interrupt Descriptor Table (IDT)

!dr Detects any reads or write
into hardware debug registers

!ioin Monitors and ability to modify
I/O ports and IN instruction

!ioout Monitors and ability to modify
I/O ports and OUT instruction

!vmcall System-wide VMCALL instruction
(hypercalls) execution detection

B PROCESS/PROCESSOR/EXECUTION MODE

SWITCH

In this section, we describe the architecture related to switching
between processes, processors, and different modes of execution in
HyperDbg.
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B.1 Detecting Execution-mode Changes

(Kernel-mode to User-mode)

Detecting changes to the operating mode is performed via the
same mechanism used in the i command in HyperDbg. The proper
method for implementing this functionality would be checking
the CS register, fetching GDT, and checking the Long Mode flag.
However, since the CS forwow64 and native code is set to a constant
value across all versions of Windows, the CS register check is
sufficient for the determination of a mode switch.

B.2 Switching to a New Processor/Process

HyperDbg uses a straightforward mechanism to switch between
cores. Each core has its own spinlock to wait on VMX-root mode.
By unlocking the spinlock assigned to the new core and setting
the spinlock of the current core, it is possible to enter a waiting
state. Consequently, HyperDbg calls the command handler from the
new core, making the new core responsible for getting commands.
Note that HyperDbg is designed to have a single core for getting
commands at any given time. Moreover, switching to a new process
is performed by monitoring changes to the CR3 register. Each time
Windows changes the memory layout of any process, the CR3
is changed, and HyperDbg checks whether or not Windows has
switched to the target process. If the memory layout is changed and
the target process is now on the execution stage of the Windows,
HyperDbg halts the debuggee again and waits for the commands
from the debugger.

B.3 Getting Debugging Events: #BPs and #DBs

HyperDbg uses the exception bitmap of VMCS to get notified of
breakpoints (#BP) and Debug Breakpoints (#DB) to halt the other
cores. HyperDbg is the first debugger capable of being notified
about the debugging event which means that HyperDbg is notified
even earlier than the operating system. Consequently, we design the
system not to notify user-mode application or kernel-mode (OS)
entities regarding the debugging events. So, all the breakpoints
events are handled by HyperDbg.

B.4 Spinning on Spinlocks

Spinning the cores in HyperDbg is considered as a primary tech-
nique in its functionalities. We study the challenges in this context.
Suppose a function requires a spinlock (e.g. it is merely a buffer
which is to be accessed) in a single-core processor. The function
raises the IRQL to DISPATCH_LEVEL. Here, the Windows Scheduler
can not interrupt the function until it releases the spinlock and
lowers the IRQL to PASSIVE_LEVEL or APC_LEVEL. If during the
execution of the function, a VM-exit occurs, the operation mode
is moved into the VMX-root. (It can be interpreted that a VM-exit
happens similar to a HIGH_IRQL interrupt.)

In the case where a user accesses the buffer in the VMX-root
mode, two scenarios are possible:

• The first scenario is to wait on a spinlock that was previously
acquired by a thread in the VMX non-root mode. In such
scenario, a deadlock occurs and spins forever.

• Alternatively, it is also possible to enter the function with-
out looking at the lock (while there is another thread that

enters the function at the same time), which would result in
a corrupted buffer and invalid data. Windows also imposes
another limitation, as cores must not wait on a spinlock
when IRQL is higher than DISPATCH_LEVEL. This lies in
fact that Windows raises the IRQL to (DISPATCH_LEVEL) 2,
when a spinlock is acquired. In this case, Windows performs
the workload, releases the spinlock and lowers IRQL back
afterwards.

Looking at correspondingWindows functions (e.gKeAcquireSpin-
Lock and KeReleaseSpinLock), the IRQL arguments are given as in-
put. Windows saves the current IRQL to the parameter supplied
by the user in KeAcquireSpinLockand then it raises the IRQL to
DISPATCH_LEVEL. After the function is finished with the shared
data, it calls KeReleaseSpinLock and passes the old IRQL parameter
to the function. Finally, it unsets the bit and restore the old IRQL
(lowering the IRQL).

Unfortunately, Windows spinlocks employs IRQLs which do
not make sense when VMX-root mode is in action. This makes
it very complicated to use such functions in this mode. Hence, to
implement spinlock for HyperDbg functionalities such as multi-
core message tracing, we design a custom VMX-root compatible
spinlock.

B.5 MTFs Disadvantages

By setting the monitor trap flag, it is not necessarily guaranteed
that the next instruction is the targeted instruction. In this case,
if the upcoming instruction is a sudden interrupt from the CPU,
the next targeted instruction in the debugging program would not
be executed since the interrupt handler instructions are executed
first. One way to address this issue is to set a VM-exit on excep-
tions (Exception Bitmap) and external-interrupts. However, this
resolution is not optimal as it might causes system inconsistency
by blocking interrupts. HyperDbg is able to resolve this issue using
an instrumentation stepping process.

The following Listing illustrates the set/unset of MTF in an exe-
cution sequence.

1 / ∗ Se t the moni tor t r ap f l a g ∗ /
2 vo id HvSetMoni to rTrapF lag (BOOLEAN Set )
3 {
4 uns igned long CpuBasedVmExecControls = 0 ;
5 / / Read the p r e v i o u s f l a g
6 __vmx_vmread (CPU_BASED_VM_EXEC_CONTROL , &

CpuBasedVmExecControls ) ;
7 i f ( Se t ) {
8 CpuBasedVmExecControls | = CPU_BASED_MONITOR_TRAP_FLAG ;
9 }
10 e l s e {
11 CpuBasedVmExecControls &= ~CPU_BASED_MONITOR_TRAP_FLAG ;
12 }
13 / / Se t the new va lue
14 __vmx_vmwrite (CPU_BASED_VM_EXEC_CONTROL ,

CpuBasedVmExecControls ) ;
15 }

Listing 3: MTF Set/Unset in an example execution sequence

B.6 Debugger Pausing

Typically, there are two scenarios in which the kernel debugger is
paused. A breakpoint is triggered either by a break request from
an event or the script engine. In this context, if the user is in the
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kernel-mode, a VMCALL occurs and the future chain of events are
handled accordingly. If the user is already in VMX-root mode, other
cores should be notified to prevent a system-level crash. Operating
in VMX-root mode is similar to HIGH_IRQL. In VMX-root mode,
all the interrupts are masked because of RFLAGS’ IF Bit.

The other scenario is upon the request from the user (for instance,
an interruption by pressing CTRL+C). There, a packet is sent to
pause the debugger. In this method, the debugger processes the
packet in user mode, invoking an IOCTL, executing a VMCALL
which transfers from the kernel-mode to the VMX-root.

B.7 Continuation a Single Core

One of the exclusive features of HyperDbg is to keep execution
(continuation) on one core while other cores are in a halt-state.
We used this mechanism in our instrumentation step-in command
to guarantee that no other cores (threads) get the chance to be
executed. The fundamental basis of this mechanism is to ensure
that the target core is not interrupted during the debugging.

There are two approaches that HyperDbg uses to prevent a target
core from getting interrupted (e.g. by clock interrupt or keyboard
interrupts).

• First, the RFLAGS.IF bit of the guest can be unset so the
interrupts are masked.

• Second, the PIN Based External-Interrupt Exiting bit can be
set so all of the external interrupts would cause VM-exits;
thus, allowing the interrupts to be simply ignored in the
VM-exit handler

The former method is faster and avoids unnecessary VM-exits.
However, for several considerations described in following, the
second method is preferred in HyperDbg.

In contrast to the method described in the first approach, it is
much safer not to change the guest’s registers. As an example, if
a page-fault, SYSCALL, or an invalid operation such as division-
by-zero occurs, the execution is directed to the kernel and guest’s
RFLAGS are saved by the processor. Therefore, extra operations
are required to locate the user-mode RFLAGS (search in stack for
exceptions and in R11 Register for SYSCALLs), because the RFLAGS
that was previously saved in user-mode is with IF bit disabled. If this
specific task is ignored, RFLAGS are restored without checking for
IF bit every time the guest continues and performs a context-switch.
In this case, by unsetting this bit from hypervisor, the core becomes
uninterruptible as the OS cannot get the execution again (e.g, using
clock interrupt). Consequently, after a delayed bug check, Windows
realizes the target core behaves abnormally and returns an error.
Moreover, changing the guest’s RFLAGS is also incompatible with
instructions like CLI and STI. More importantly, considering the
side effects, the guest is able to detect the tampering of HyperDbg
using PUSHF function and check for IF bit in RFLAGS.

All of the issues investigated regarding RFLAGS changing, in
addition to the fact that using PIN Based External-Interrupt Exiting
bit is completely transparent from the kernel-mode and user-mode,
has lead us to employ the second method in HyperDbg.

Table 4: List of the used terms and their brief description.

Term DescriptionAbbreviation Full Form

VMX-root
VMX non-root

Virtual Machine
Extensions

Intel’s Modes of Operations:
A software on VMX-root mode

has higher privileges, has access to certain
instructions regardless of the privilege level

VM-Entries - Transition From VMX-root to
VMX non-root

VM-Exits - Transition From VMX non-root to
VMX-root

VMCS Virtual Machine
Control Structure

A hardware-defined structure to control
the settings of each guest VM.

PB VM-
Execution Controls

Processor-Based
Execution Controls

Part of VMCS which control features
and the vital attributes of the hypervisors

MTF Monitor Trap Flag

At the VMCS, permits operation of a processor
in single step mode in VMX-root.
following a VMRESUME, a single

instruction and then a VM-Exit occurs.

- Exception Bitmap An 32-bit field in
the VMCS that controls the processor exceptions.

- Event Injection
Events injected by Hypervisor (Interrupts, Exceptions,
NMIs, and SMIs) and these events will be delivered

to the guest as if they’ve arrived normally

NMI Non-Maskable Interrupts A hardware-based
interrupt that cannot be ignored by the system.

SYSCALL System Calls
System calls are a programmatic way
that a user-mode application requests

a service from the operating system’s kernel.

IRQL Interrupt Request Level
A hardware-independent mechanism

MS Windows uses to prioritize interrupts and code
that is running on the Processor.

C FULL DESCRIPTIONS OF THE USED TERMS

C.1 VM-entries, VM-exits (VMX-root and VMX

non-root)

VT-x introduces two newmodes of operations: VMX-root operation,
and VMX non-root operation. A software running on VMX-root
mode has higher privileges and has access to certain instructions
that are not available in VMX non-root operation, regardless of
the privilege level [76]. The core of HyperDbg runs mainly in
the VMX-root mode, while guests (operating system’s kernel, and
applications) are executed in VMX non-root.

With definition of these two modes of operation, VT-x conse-
quently defines two new transitions: one being VM-entry, which is
a transition from the root operation to guest non-root operation,
and the other VM-exit, which performs the opposite.

C.2 Virtual Machine Control Structure (VMCS)

To control the guest features, we have to set some properties in
the Virtual Machine Control Structure (VMCS). The VMCS is a
hardware-defined structure that controls the behavior and settings
of each guest virtual machine (VM). Such a data structure exists
for each VM in the memory and it is managed by the Virtual Ma-
chine Monitor (VMM). With every change of the execution context
between different VMs, the VMCS is restored for the current VM,
defining the state of the VM’s virtual processor and this way, VMM
controls the guest software.

The VMCS consists of six logical groups:
• Guest-State Area: Processor state saved into the guest state
area on VM-exits and loaded on VM-entries.

• Host-State Area: Processor state loaded from the host state
area on VM-exits.

• VM-Execution Control Fields: Fields controlling proces-
sor operation in VMX non-root operation.

• VM-Exit Control Fields: Fields that control VM-exits.
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• VM-Entry Control Fields: Fields that control VM-entries.
• VM-Exit Information Fields: Read-only fields to receive
information on VM-exits describing the cause and the nature
of the VM-exit.

C.3 Primary/Secondary Processor-Based

VM-Execution Controls

Primary Processor-Based VM-Execution Controls [37], a part of
VMCS, along with Secondary Processor-Based VM-Execution Con-
trols fields [37, 38], control features that can be altered using the
VMWRITE instruction.

These fields control some of the vital attributes that determine
the behavior of the hypervisors [37, 38] such as Monitor Trap Flags,
or Enabling EPT.

C.4 Monitor Trap Flag (MTF)

The Monitor Trap Flag or MTF (located in the VMCS) is a feature
provided by Intel that works exactly like the Trap Flag in RFLAGS,
which is additionally invisible to the guest. By setting this flag,
following a VMRESUME, the processor is forced to execute a single
instruction and then a VM-exit occurs.

C.5 Exception Bitmap

The exception bitmap is a 32-bit field in the VMCS that controls
the exceptions (Exceptions are reserved by Intel on first 32 entries
of Interrupt Descriptor Table).

When an exception occurs, its vector is used to select a bit in the
exception bitmap. If the bit is 1, the exception will lead to a VM-exit.
If the bit is 0, the exception is delivered normally through the IDT.

C.6 Event Injection

Hypervisors are able to inject events (Interrupts, Exceptions, NMIs,
and SMIs) and these events are delivered to the guest as if they
have arrived normally. Event injection is managed by special fields
in VMCS.

C.7 Non-Maskable Interrupts (NMI)

An NMI is a hardware-based interrupt which typically cannot be
ignored by the system. An NMI is usually triggered on hardware er-
rors. These errors include non-recoverable internal system chipset
errors, system memory corruptions such as parity and ECC errors,
and data corruption detection on system and peripheral buses. Nev-
ertheless, it is possible to mask specific NMIs by employing special
techniques.

Some OS-level programs use debugging NMIs to diagnose, ana-
lyze, and fuzz codes. In such cases an NMI can execute an interrupt
handler transferring the control flow to a special monitor program.
In this circumstance, the developer can monitor the memory and
examine the internal state of the program at the instant of its inter-
ruption. This also allows the debugging or diagnosing of computers
which appear hung.

On some systems, a computer software could drive an NMI
through hardware and software debugging interfaces and system
reset buttons. HyperDbg as a hypervisor level software, employs
NMI triggering extensively for kernel debugging.

C.8 Syscalls

Syscalls are a programmatic way that a user-mode application
requests a service from the operating system’s kernel. Syscalls
provide an interface between a process and operating system and
allow a user-level process to request a privileged service from the
operating system.

In modern operating systems, syscalls are implemented using
the SYSCALL and SYSRET instructions. These instructions rely
on a set of Model Specific Registers (MSRs), namely IA32_STAR,
IA32_CSTAR, and IA32_LSTAR MSR [73].

This mechanism can be turned on and off by setting and unset-
ting the SCE flag in the Extended Feature Enable Register (EFER).
Making use of either SYSCALL or SYSRET with the SCE flag not
set results in an invalid opcode exception.

C.9 Interrupt Request Level (IRQL)

An Interrupt Request Level (IRQL) is a hardware-independent mech-
anism that Windows uses to prioritize interrupts and code that is
running on the processors. Processes running at a higher IRQL will
preempt a thread or interrupt running at a lower IRQL [15].

The below list shows different routines and the corresponding
IRQL that these routines are running on:

• DIRQL : Interrupt Service Routines (ISRs) of hardware and
external devices

• DISPATCH_LEVEL : Scheduler, DPCs, and codes protected
by a spinlock

• APC_LEVEL : Asynchronous Procedure Calls (APC) rou-
tines

• PASSIVE_LEVEL : User code, dispatch routines, and PnP
routines

D FEATURE COMPARISON AMONG EXISTING

DEBUGGERS

Table 5 illustrates a comparison among the existing debuggers and
HyperDbg.

E HYPERDBG’S SCRIPT ENGINE

1 ! s y s c a l l 0 x55 p id 0 x14c0 s c r i p t {
2 i f ( @rcx == 0 x27 && @rdx == 0 x47 ) {
3 p r i n t f ( " S y s c a l l t r i g g e r e d : %x in p r o c e s s i d : %x

\ nThe t h i r d param : % l l x \ nThe f ou r t h param : % l l x \ n "
, @rax , $pid , @r8 , @r9 ) ;

4 pause ( ) ; }
5 }

Listing 4: Script engine examples

In the above example, a syscall event is configured to trigger
exclusively for syscalls specific to the process (pid = 0x14c0), which
will execute the target script in VMX-root mode.

Considering that Windows uses fastcall calling convention for
its syscalls, we know the registers stored in RCX, RDX, R8, R9, and
stack. In the example script, it is checked if the first parameter to
the syscall (RCX register) is equal to 0x27 and the second parame-
ter (RDX register) is equal to 0x47. If these conditions are met, a
message is printed, which generates a log from the 3rd (R8 register)
and 4th (R9 register) parameters. At last, the pause() function is
used to pause the debuggee and give the control to the debugger.
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Table 5: A comprehensive comparison of HyperDbg with different debuggers

Debugger Deployment
Level

Debugging Mode Transparency
Insurance

Direct Deployment
(NO VM/Emulator)

Source
Code Available Hooking Scripting Custom Assembly

Execution
Notable Features

(Currently Working Debuggers)User Mode Kernel Mode

HyperDbg

Hypervisor
(Ring -1) ✓ ✓

Hardware Assisted Methods
(e.g. TimeStamp Emulation

Transparency)
✓ ✓

EPT Hidden
Hooking

Customized VMX
compatible
ScriptEngine

✓

Different subsystems
Fast script engine
I/O debugging

Ghidra[20] Application
(Ring 3) ✓ ✗ ✗ ✗ ✓ ✗ Python Scripting ✗

Advanced Decompiler
Multi-platform

Multi-architecture support

WinDbg[16] Operating
System ✓ ✓ ✗ ✓ ✗ ✗

JavaScript
WinDbg Script ✗

Javascript support
Advanced scripting language

SoftIce[17] Operating
System ✗ ✓ ✗ ✓ N/A ✗ ✗ ✗ Local debugging with special GUI

x64dbg[93] Application
(Ring 3) ✓ ✗

Software-Based
ScyllaHide ✓ ✓ ✗

Customized
Scripting ✗

Flexible and strong GUI
Lots of useful features

Ollydbg[71] Application
(Ring 3) ✓ ✗

Software-Based
ScyllaHide ✓ ✗ ✗ ODBGScript ✓ Stability

gdb [19] Operating
System ✓ ✓ ✗ ✓ ✓ ✗

Bash Scripting
Automation ✗

Main Linux Debugger
Support multiple platforms

Malt[97] SMM
(Ring -2) N/A ✓

SMM Level
Transparency ✓ N/A N/A N/A N/A N/A

BareBox[49] Hypervisor
(Ring -1) N/A ✓

Meta OS (Bare Metal)
Transparency ✓ N/A N/A N/A N/A N/A

V2E[95] Hypervisor
(Ring -1) N/A ✓

Hypervisor Level
Transparency ✗ N/A N/A N/A N/A N/A

Anubis[63] Hypervisor
(Ring -1) N/A ✓

Limited Software-Based
Methods ✗ N/A N/A N/A N/A N/A

Virt-ICE[77] Hypervisor
(Ring -1) N/A ✓

Emulating Software-Based
Methods ✗ N/A N/A N/A N/A N/A

HyperDbg
(deprecated)

Hypervisor
(Ring -1) ✓ ✓ N/A ✗ ✓ ✗ ✗ ✗ N/A

Ether[25] Hypervisor
(Ring -1) ✓ ✓

Hypervisor Level
Transparency ✗ N/A N/A N/A N/A N/A

VAMPiRE[86] Hypervisor
(Ring -1) N/A ✓

Hypervisor Level
Transparency ✓ N/A N/A N/A N/A N/A

SPIDER[23] Hypervisor
(Ring -1) N/A ✓

Hypervisor Level
Transparency ✗ N/A N/A N/A N/A N/A

IDAPro[40] Application
(Ring 3) ✓ ✗ ✗ ✓ ✗ ✗

Built-in
Scripting Engine
(IDC / Python)

✗

Advanced decompiler
Multi-architecture

Multi-platform support

F HARDWARE FEATURES ON ARM AND AMD

ARM processors also contain virtualization extensions that provide
hardware means for hypervisors to virtualize the CPU, permitting
multiple OSes to be run on the same machine. ARM processors
support the Second Level Address Translation (SLAT), which is
known as Stage-2 page tables provided by a Stage-2 MMU.

Similarly, AMD supports virtualization through AMD-v tech-
nology. SLAT implementation in AMD processors is through the
Rapid Virtualization Indexing (RVI), or Nested Page Tables (NPT)
technology.

With the similar approach it is most likely possible to investigate
and implement the same methodologies presented in this work for
AMD or ARM-based hardware-assisted debuggers.

G APPLICATION: REVERSE ENGINEERING

G.1 Automatic Symbol Reconstruction

One of the main goals of HyperDbg is to provide a reverse engineer-
ing and dynamic binary analysing tool. Here, we describe a simple
example of reverse-engineering an application. HyperDbg provides
a functionality that maps a virtual memory to a C/C++ data type
(e.g., enums, and structures). This is extremely useful, as OS-level
PDB linkers can dynamically be translated to structures for testing
and reverse engineering. For instance, a user can exactly detect the
location of values in an specific function used by OS process and
modify it accordingly. This is easily done using simple scripting.
The following listing shows how memory content of target process
can be easily delivered by structured representation. For instance,

here _PROCESS_CREATION_INFO is de-referenced and could be
modified.

1 kHyperDbg> dt nt ! _EPROCESS f f f f 9 4 8 c c 2 3 9 3 0 8 0
2 _EPROCESS
3 . . .
4 +0x05b7 u i n t 8 _ t P r i o r i t y C l a s s : 0x2
5 +0x05b8 vo id ∗ S e c u r i t y P o r t : (null)
6 +0x05c0 _SE_AUDIT_PROCESS_CREATION_INFO . . . : ffff948c‘c25fa2a0
7 +0x05c8 _LIST_ENTRY JobL i nk s . . . : [ 00000000‘00000000 -

00000000‘00000000 ]

Listing 5: Converting PDB references to structures for reverse

engineering
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