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Abstract. In this study, we present a numerical method for solving two—dimensional space-time
fractional partial differential equations (FPDEs), where the solutions of the FPDEs are expanded
in terms of the shifted Chebyshev polynomials. The numerical approximations are evaluated at the
Chebyshev—Gauss—Lobatto points. In the case when the FPDE is nonlinear, we employ a Newton—
Raphson approach to linearize the equation. Both the linear and nonlinear cases lead to a consistent
system of linear algebraic equations. The scheme is tested on selected FPDEs and the numerical
results show that the proposed numerical scheme is accurate and computationally efficient in terms of
CPU times. To establish the accuracy of the method, we also present an error analysis which shows
the convergence of the numerical method. These positive attributes make the proposed method a
good approach for solving two—dimensional fractional partial differential equations with both space
and time fractional orders.
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space-time FPDE

2010 Mathematics Subject Classifications: 65D05

1. Introduction

Fractional partial differential equations (FPDEs) are a generalization of classical partial dif-
ferential equations to include derivatives of arbitrary order [27]. For the past three centuries,
FPDEs were considered to be of little mathematical or practical interest [21, 23]. However, in
the last few years, they have been used in applications such as fluid dynamics [5, 34|, finance
[26, 33] and physics [3, 20]. Fractional partial derivatives provide an excellent instrument for
the description of physical systems with inherent memory [2, 8]. Fractional partial derivatives
are more flexible in modelling real world dynamical systems.

In many problems of interest, FPDEs have no recognized analytical solution, so approximate
and numerical techniques must be used [15]. Several numerical methods such as the finite

*Corresponding author.

Email addresses: shina@aims.edu.gh, mankomolwazinkomo.ln@gmail.com, goqos@ukzn.ac.za,
sibandap@ukzn.ac.za

© 2022 by the author(s). Distributed under a Creative Commons CC BY license.


https://doi.org/10.20944/preprints202205.0138.v1
http://creativecommons.org/licenses/by/4.0/

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 10 May 2022 d0i:10.20944/preprints202205.0138.v1

2 S. Oloniiju, N. Nkomo, S. Goqo, P. Sibanda

difference method [24, 25], wavelet methods [17, 18], adomian decomposition method [11, 19],
predictor—corrector method [22] and spectral methods [7, 32] have been developed for FPDEs.
One of the earliest contributions to numerical solutions of FPDEs was by Lynch et al.[24],
where they applied an approach based on the L2 method proposed by Oldham and Spanier[29]
to solve an anomalous diffusion equation. In their study, the FPDEs were fractional in the
spatial dimension and the second derivative was approximated by the standard three-point
centred finite difference formula. Meerschaert and Tadjeran[28] gave a detailed study of a
one-dimensional fractional diffusion equations using the finite difference method. They used
a truncated Grunwald-Letnikov derivative evaluated on a shifted grid. Meerschaert and
Tadjeran[27] later extended the method to one-dimensional space FPDEs.

The literature on spectral methods for solving FPDEs is comparatively short, although,
interest has grown steadily in recent years. The spectral methods are an excellent tool for
computing approximate solutions of differential equations because of high-order accuracy
(see for instance Bhrawy[6] and Doha et al.[14]). With this high-order accuracy, spectral
methods are useful for both temporal and spatial discretizations of FPDEs. Using spectral
methods may significantly reduce the storage requirement because fewer time and space grid
points are needed to compute smooth solutions. The basic concept of spectral methods is
to express the solution of the differential equation as a sum of basis functions and estimate
the coefficients of expansion such that approximation error is minimized [7]. Doha et al.[12]
derived an operational matrix of the fractional derivatives and used the spectral tau method.
The study of Doha et al.[12] was later extended to the more general Jacobi polynomials by
Doha et al.[13], but was only applied to fractional ordinary differential equations.

In this study, a purely spectral based method is introduced and applied to solve (2 4+ 1) di-
mensional FPDEs of the initial-boundary value problems type. The solution method involve
approximating the variable and its fractional order partial derivatives in terms of the first
kind shifted Chebyshev polynomials constructed on the Chebyshev—Gauss—Lobatto quadra-
ture. In the case where the FPDE is nonlinear, we simplify using the quasilinearization
method of Bellman and Kalaba[4]. The FPDE is discretized to yield a consistent system of
linear algebraic equations. The method is tested using some FPDEs of the initial boundary
value type and the numerical results obtained are compared with the exact solutions.

2. Preliminaries and Notations

In this section, we provide some preliminary results on fractional operators and the shifted
Chebyshev polynomials of the first kind.

2.1. The fractional operators

Definition 2.2. The Riemann—Liouville fractional integral of order a > 0 is defined as [31]

oI29(a) = g7 | 0= 2@z o> 0,050 (1a)

oI g(x) = g(x), (1b)
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where I' is the Euler gamma function.

The fractional integral of a power function 7 is given as

F(] + 1) xj+a

%7 =
TG+atl)

(2)

Definition 2.3. We defined the corresponding differential operator of order o in the Caputo
sense as [31]

T d"g(z 7
ar F(nl—a) fo dg:«(n ) ($_i§la+1—n7 n—1<a<n,
0Dgg(x) = oIy~ (Wg(m)> B (3)
dz‘g;(”x)u a=n

We also define the fractional derivative of order a of 27, which will be useful later in this
study as

0 J €Ny, j < a],
ngﬂﬁj = ' (4)
iy, jeNy, j > [al,

where [«| denotes the smallest integer greater than or equal to a.

2.4. The shifted Chebyshev polynomials

Consider the Sturm—Liouville eigenvalue problem

2

(MTA(m))l + 1"7

2Tn(a:)zo, —-1<z<1,n=0,1,.... (5)
—x

The Chebyshev polynomials are eigenvalue solutions of the eigenvalue problem, defined as [1]

T,(xz) = cos(narccosz), n=0,1,..., ze€[-11], (6)

and are defined recurrently as

Toyi(x) = 22T (x) — Thi(x), n=1,2,..., (7)

where the zeroth and first order polynomials are respectively defined as Tp(z) = 1 and
Ti(x) = . We shall consider the interval & € [0, 1], hence we define the shifted Chebyshev
polynomials by using the affine mapping z = 22 — 1. Therefore the shifted Chebyshev
polynomials can be generated through the recurring formula

Tri1(2) =228 — )Tn(2) — Tpa(2), 0<2<1, n=1,2,..., (8)
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where To(#) = 1 and T} () = 2& — 1, and the polynomials can be expanded in series form as
(dropping the hat for brevity)

Y= n+j—1)'22] j
_nz m—ieH ®)

The shifted Chebyshev polynomials of the first kind satisfy the orthogonality condition
1
/ T (z) T (x)w(x)dz = Spmphin, (10)
0

where w(x) is a weight function defined as 1/vz — 22 and h,, = c¢,7/2, with ¢ = 2 and
¢, = 1 for n > 1. The shifted Chebyshev—Gauss—Lobatto points on which the interpolation
is performed are extrema of T, (x) on the interval x € [0, 1] defined as

. .
xj:2<1—cos<‘x)>, 0<j<N. (11)

The corresponding Christoffel numbers are the same as those of the standard Chebyshev—
Gauss-Lobatto quadrature and are defined as w; = 7/¢; N, 0 < j < N, where ¢g = cy = 2
and ¢;j =1for j=1,2,...,N — L.

3. Solution method

In this section, we describe the scheme for solving a (2 + 1) dimensional fractional partial
differential equations. For conveniency, we divide this section into three subsections. In
Section 3.1, we propose the arbitrary derivative of a square integrable function in terms of
the shifted Chebyshev polynomials. The resulting fractional differentiation matrix is used
to approximate the derivatives of the dependent variable using Chebyshev—Gauss—Lobatto
quadrature. In Section 3.4, we construct a scheme for solving linear fractional partial differ-
ential equations and in Section 3.5 we describe an iterative scheme for finding the solution of
nonlinear fractional partial differential equations based on quasilinearization and Chebyshev
collocation approaches.

3.1. Function and derivatives approximations

Consider a smooth function u(x) defined on the interval [0, 1], then u(z) can be approximated
in terms of the truncated shifted Chebyshev polynomials as

N
u(x) = Un(z) = > UnTh(x), (12)
n=0

where the coefficients U,, are given to satisfy the orthogonality condition, and we write in
discrete form as

N

1

U, hfZUa:J w(z)w;, n=0,...,N. (13)
J=
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Therefore,

N
Un (g :}szE:h x)| U(z;),  k=0,1,...,N. (14)

In order to approximate the arbitrary order derivative of Uy (z), we first obtain the fractional
derivative of the shifted Chebyshev polynomials.

Lemma 3.2. The fractional derivative of the shifted Chebyshev polynomial is (see [12, 30])

N

0DSTo(x) = 3 DI T(2), (15)
k=0
where
a (D) (n+j-1DR2% T +1)
D@ —n$ ¢ | Gk 16
TG TG et D) 1o

and q; . 18 given as

(0 j=0,1,...[a] — 1,
P — k k: r 2r
ik =\ k7 k+r—1)'2 I'j—a+r+1/2) )
=z = 1,...,N
h Z 27') F(]—a—i-?“—i-l) ) J [a—‘?[a—|+ Y Y )
k=0,1,...,N.
(17)
Theorem 3.3. The arbitrary order derivative of u(x) is given as
oDSu(x;) = DUy () ZD”U zj) = DU, (18)
where the entries of D% are defined as
N Ny
% =w ZZ}T DT (x)), j,1=0,1,...,N. (19)
n=0 k=0

Proof. If we use the result of Lemma 3.2 and the expression in Equation (13), together with
the expansion in terms of the shifted Chebyshev polynomials given in Equation (12), the
theorem is proved.
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3.4. Linear FPDEs

In this section, we describe the scheme for solving linear FPDEs. We consider a linear FPDE
with variable coefficients of the form

0%u DBay, eu

@ =u-+ dz;fd(x’y)ﬁxﬂd + ;ge(xay)ay% + Q(.’L’,y,t), (J"ay) € (Oa 1) X (07 1)5 te (07 1]a
(20)

where 0 < a < 1, 81 < fa<...m<mm<..andd—-1< 3 <d(d=12...,),

e—1<nv. <e(e=1,2,...). Moreover, fg(z,y) (d =1,2,...,) and ge(z,y) (e = 1,2,...,)

are functions of x and y and ¢(z,y,t) is dependent on all three variables. Equation (20) is

solved subject to the initial condition

u(z,y,0) = I(z,y), (21)

and boundary conditions

uw(0,y,t) = By (y,t), u(l,y,t) =Bi(y,1),
u(z,0,t) = BY(x,t), u(wz,1,t) =B{(z,1), (22)

where Z(z,y), B (y,t), Bf (y,t), By (z,t), B (z,t) are known functions. If a > 1, additional
initial condition will be needed to make the differential equation well-posed. We define
the fractional order derivative with respect to x approximated at the interpolation points
(xi,yj,t,) for i =0,1,..., Ny, j=0,1,...,Ny,k=0,1,..., N; as follows

o° o°

Wu(ﬂﬁvy,t) ~ WU(%ZM’%) = DU}y, (23)

where U, = [U(z0,yj, t), U(@1, Yjs th)s - - Uxng, v ti)] T, 5 = 0,1,... . Ny, k=0,1,..., N,
Fractional order derivatives with respect to y and ¢ are approximated in similarly manner.
Therefore, we can approximate Equation (20) in terms of the shifted Chebyshev polynomial

as
Ny Ny—1 Ny—1
SN DR Uik — D 1D GDL | Ui — | > FaD | Ujp = Ui = Qi
k=1 j=1 j=1 Le=1 d=1
n=0,1,...,N;, m=0,1,..., Ny, (24)

where Q; 1 = [Q(z0, Y5, tr), Q(x1, Y5, tk)s - - -, Q(zn,,yj te)) T, i =0,1,...,Ny, k=0,1,..., Ny
is the approximation of ¢(z,y,t) on the Chebyshev-Gauss-Lobatto points (z;,y;,t;). The
above is a linear algebraic system which when combined with the initial and boundary con-
ditions evaluated at the interpolation points as

U(xlay()atk) — Bé/(l’“tk), U(xzayNyatk) = B%(:E’Latk)v (26)
and
Ul(zi,yj,to) = Z(wi, y5) (27)

yields a consistent system.
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3.5. Nonlinear FPDEs

In this section, we detail how to use the proposed method to solve nonlinear FPDEs. Consider
the nonlinear FPDE

u ( Py 9Py oMy Oy

ot “ OxPr’ QxP2’ T gy T gyr2’ ) + el@s, ), 2%)

with the initial and boundary conditions in Equations (21) and (22) and F is a nonlinear
operator. In order to solve Equation (28), we first linearize using the quasilinearization
technique of [4]. This quasilinearization method is based on the Newton—Raphson approach
and developed from the linear expansion in terms of the Taylor’s series about an initial
solution. Applying the approach on Equation (28), we obtain the iterative scheme

aauTH _ 0F,~ w B 8Fr 8’81U7~+1 B aFr 662UT+1 o
ote u ) " \opPy)  0uP oD%y ) 0xf

OF, '\ 0Mury OF. \ 0™uypqq B
<8D31u> Ay (apgm) g = B a@yb), (29)
where
= (L), — (L) DBy, — (S ) DBy — L - R -
" ( Ou > v <3D51U> Palte <8D52u) Pattr = (8D:31U> Dy'uy
OF,
- <3D32u) DPuy — ... — Fy, (30)

and r in this case signifies the previous iteration. Equation (29) can then be expanded
in terms of shifted Chebyshev polynomials, when combined with the initial and boundary
conditions form a consistent linear algebraic system.

4. Space of fractional derivative and convergence analysis

In this section, we establish some functional spaces of fractional derivatives and then present
a convergence analysis of the spectral method for a space—time fractional partial differential
equation of the form Equation (20). We introduce the domain = ® x T, where ® = (0, 1]
and T = [0,1] x [0, 1]. Define (-, -)q and ||-||o,o the inner product and norm L?(2) respectively
and assume that u(z,y,t), fa(z,y)|a>1, ge (2, y)|e>1 and g(z,y,t) are defined in the space of
smooth functions.

Definition 4.1. Define the space H™(®),m > 0, the Sobolev space [9, 10]

H™(®) = {ueLQ(CI)) : Z]; €L2(<I>),O§j§m}, (31)

endowed with the respective weighted semi—norm and norm
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aju 9 1/2

£z

(32)

2 1/2 m
)) o Nullme = Y

L2(® =0

|u| — @
m,p — otm

Definition 4.2. We define the fractional Sobolev space H*(®) for any o > 0 as [9, 16]

L2(®)

H*(®) = {u € L*(®) : Du € L*(®)}, (33)

such that the semi—norm and norm associated with the space are defined respectively as

1/2
[wlos = oD%l 2wy, Nullaw = (Iulae) + ul20) - (34)

Lemma 4.3. For u € H*(®), if 0 < p < «, then there is a non-negative constant C such
that [16]

[ullp.e < Clluflae- (35)

Lemma 4.4. Let uw € H™(®) and Tx be the expansion in terms of (N + 1) Chebyshev—
Gauss—Lobatto nodes, then the error is estimated as [10]

lu = Tvullie < ON*""ullne, I <m (36)
lu = Tnullrz @) < CN""|[ullm,e- (37)

Lemma 4.5. Assume that Un n,, with N = (N, + N, + 2) be the orthogonal projection
operator of L*(Q)) onto Ty n,(S2), then for all m,n > 0, there exist a positive constant C' not
dependent on N and Ny such that [9, 10]

lu — Tivveull 22, 0) < C (N™"ullm,o + Ny " [[ullo,n) - (38)
Theorem 4.6 (Convergence). Assume that u is the exact solution of Equation (20) and its

approzimation is given as U, and g € C(2) N HOP2(®; HPLO(Y)), then

lw = UllLz, @) = 0. (39)
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Proof. Considering the integration of Equation (20), we have
8ﬁdu OVen
_ JO a” & a” % el
u=olju+ dgl faol; 9P + ;_1 ge 01} oy +oli'q, (40)

and let U represents the approximation of u which uses N, truncated Chebyshev approxima-
tion in x, Ny truncated Chebyshev expansion in y and N; truncated expansion in ¢ is given
as

N aaﬂdU L, 0U N
UZOItU—I—;fdoItamﬁd‘f‘eZlgeOItay’ye"i‘OItQ. (41)

In view of Equations (40) and (41), we obtain

Ju = Ullz o) < oL (u = U)llzz0 + —

ABa(y—U
S faorp 20
d=1

oe(u—U
S ot 700
e=1

T y'Ye
L3, ()

+ o7 (a = Q)3 o - (42)

L3, ()

For a Chebyshev—Gauss—Lobatto quadrature and using the properties of a Sobolev norm and
Young’s inequality, we have

(017 (¢ = @)l 12 () = 101 (¢ — Tn,N g + TN g — Q)]
< [(oIM)(g = TnnN,g+TNnN,g— Q)
< Clqg —TnnNng+Thng— Q)|
<C(l(q — Tn N + [(Tnng — Q)I)
(II(g = Tn.ngllo + 1 TN ng — @)llo)
(NP lgllpy,0 + Ny Pl allops)- (43)

VAN

C
C

IN

Therefore, Equation (42) becomes

> faolf! > ge ol | Ju— U!ve>
d=1 e=1

+ C(N"lallpr.0 + Ny P llgllop.) (44)

<€ (Ju=Ullo+ e = Ullay + 1u = Ul + " a0+ Nl
(45

Ju—=Ullrz,@) < <loff‘||u—U|0+ lu—"Ulg, +
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In order to estimate |ju — Ul|g, we have

|lu—=Ullg < |lu—Tnnullgo+ ITnnuw —Ullgo
< NP7l + Ny ™ [ul|o,n- (46)

For any f4(d =1,2,...) or v.(e = 1,2,...), there exist non negative constants Cy or C, such
that (by Lemma 4.3 )

lu=Ullg, < Callu=Uligo or [u=Uly, < Cellu—=Ullyo. (47)

Therefore, we have
lu=Ullzz @ <C (N_mHUHm,o + N, "ullon + N2 ullmo + Ny " [ullon

N2 ullno + N ullon + NP lallpyo + Ny llallogs ), (48)

where C' is non-negative and not dependent on N,, N, and V;.

5. Numerical examples

In this section, we applied the numerical scheme to selected linear and nonlinear two—
dimensional time—space fractional partial differential equations of the initial-boundary value
type. The accuracy and efficiency of the method is demonstrated by comparing the results
with exact solutions.

Example 5.1. We consider the two—dimensional time—space fractional diffusion equation
with variable coefficients on a finite domain

%84, o84y o5
5708 :f(xuy)m—f_g(xay)w+Q(x7yut)’ (49)

where f(x,y) and g(z,y) are the diffusion coefficients. We investigate the case where

rl® (2.5 15

F(38)’ g($ay) = Ty o (50)

flz,y) =
and subject to the boundary conditions

w(0,y,8) =0, w(ly,t) =¢*(1+¢*), 0<y<1,0<t<1 (51)
u(z,0,t) =0, w(z,1,t)=2*3(1+t?), 0<x<1,0<t<l1. (52)

The initial condition for this FPDFE is given as

u(z,y,0) =2*%3, 0<z<1,0<y<1, (53)

d0i:10.20944/preprints202205.0138.v1
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and the source term q(x,y,t) is defined as
1.2
q(x,y,t) = =2 <t2 — r(2.2) + 1> z28y3. (54)
The ezxact solution is given in [35] as
u(z,y,t) = 228y3(1 + t2). (55)

Example 5.2. Consider the two—-dimensional generalized space—time fractional diffusion
equation with variable coefficients (see Zheng and Zhang[35])

0%y 0Pu Nu

gu_ gu gu < <2
i~ 1@ ¥gs te@yg s ta@yt), 0<asl 1<fy<2 (56)

In this test problem, the explicit solution is chosen as
u(a,y,t) = 2y, (57)

such that when we substitute the solution into the equation, we obtain the diffusion coefficients

as

(3—22)I'(3-5)
2 )

(4—-ylrE—9)
5 ,

flz,y) = g(z,y) = (58)

and the source term as
22327 432 (20370 — 3227P) + 2P (Y — 4P ). (59)

q(z,y,t) = rG—a)

The FPDE is solved subject to the initial condition

u(z,y,0) =0, (60)

and boundary conditions
w(0,y,8) =0, u(l,y,t) =y’t*, 0<y<1,0<t<1, (61)
w(z,0,t) =0, wu(zr,1,t)=2*% 0<2<1,0<t<l. (62)

Example 5.3. We consider the nonlinear two—dimensional space—time Fisher’s partial dif-
ferential equations [35]
°u  0Pu  u

o= =308 T o +u(l—u)+qlz,yt), 0<a<l, 1<B,7<2, (63)

with exact solution

u(z,y,t) = vyt (64)
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The equation is solved subject to the boundary conditions

w(0,y,t) =0, u(l,y,t)=¢*, 0<y<1,0<t<I, (65)
u(z,0,t) =0, w(z,1,t)=x* 0<z<1,0<t<l, (66)

and the initial condition
u(z,y,0) = 0. (67)

The function q(x,y,t) is defined as

(3 5)
Lty (68)

_ 2 .
Wy t) = sy Y PPy — Pt — 2Py

6. Result and Discussion

This section discusses the numerical results obtained by applying the method to Examples
5.1-5.3. We focus on the accuracy of the scheme and the ease of implementation. The nu-
merical simulations were made using the PYTHON programming language run on a computer
with Intel Core i5-7200U, CPU @ 2.50 GHz, and &8 GB DDR/ installed memory. The
results show how the orders of the shifted Chebyshev polynomials in each variable affect the
accuracy of the numerical method. In order to determine the accuracy of the method, we
define the infinity error norm which measures the maximum of the absolute values of the
difference between the exact and numerical solutions

lelloo = llu(mi, yj, te) — Ulxi, yj, te) [l oo (69)

where u and U are respectively the exact and numerical solutions. This is a good measure
for accuracy because we expect that the difference between the exact and numerical solutions
at every grid points to be close to zero.

Figure 1 shows the numerical and exact solutions for Example 5.1. It can be seen that
both solutions are in agreement. The errors presented in Tables 1 and 2 are associated with
Example 5.1. In Table 1, the number of grid points in both the spatial and temporal domains
are varied. The result show accurate results for different combinations of the numbers of grid
points and/or orders of the shifted Chebyshev polynomials. We observe that the numerical
solutions become better as the orders of the polynomials increase. The table also shows the
condition number of the matrix, as well as the computational time. The condition numbers
are obtained using the PYTHON package “numpy.linalg.cond”. Both the condition number
and the computational time increase as the combination of the grid points increases. This is
explained by the higher number of algebraic equations that need to be solved with an increase
in number of grid points. For instance, in the case when N, = N, = 15 and N; = 10, there
are 2816 coupled linear algebraic equations to be solved, and when N, = N, = N; = 7, there
are 512 linear algebraic equations. This well-conditioned system of equations was solved and

d0i:10.20944/preprints202205.0138.v1
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accurate solutions obtained in less than 2 seconds, thus showing that the method is not only
accurate but also efficient. The high number of coupled linear algebraic equations solved in
few seconds establish the efficiency of the method. Given that fractional derivatives are non—
local, we remark that this is a fairly good result. Table 2 shows the comparison between the
exact solution and the approximate solution obtained at selected points (x,y,t). We observe
that the magnitude of the error at these selected points is small.

The numerical solutions of Example 5.2 at ¢t = 0.5 and ¢t = 1 are shown in Figure 2. These
solutions are in agreement with the exact solutions. In Tables 3 and 4, we present the error
norm, condition number and computational time for Example 5.2 for different combinations
of the numbers of terms in the polynomials and different combination of the fractional orders
respectively. Again, we observe accuracy in the results which is evident from the magnitude
of the error norms and efficiency, evident from the CPU time required to solve the system
of algebraic equations. Table 4 shows the accuracy for different values of a € (0,1) and
B,v € (1,2) for fixed numbers of grid points N, = N, = N; = 10. In Table 5, we present the
error norms for Example 5.3 which is a nonlinear space—time fractional differential equation.
The results presented in Table 5 are obtained after the sixth iteration. A distinctive difference
between the result obtained in Example 5.3 and that obtained in Examples 5.1 and 5.2 is
the computational time to solve the resulting system of algebraic equation in Example 5.3.
The CPU time in Example 5.3 is higher than that in Examples 5.1 and 5.2. This owes
to the fact that Example 5.3 is solved through an iterative process. Figure 3 depicts the
numerical solution and absolute error for Example 5.3 at ¢ = 0.5 and ¢t = 1 with a = 9/10
and 8 = v = 1.9. One obvious advantage of the method over many other methods that have
been used to find solutions of FPDEs is the fact that it only requires small numbers of terms
of the shifted Chebyshev polynomials, and as a result small numbers of grid points to achieve
accuracy.

Although, we assumed that the solution u(z,y,t) must be continuously differentiable for the
approximation to be convergent. However, a closer inspection of the examples in the previous
section shows that the exact solutions may not be continuously differentiable. Nevertheless,
as it has been shown, the method converges and perform well. It is quite ubiquitous in
literature to construct approximations for equations whose solutions are non—smooth.

Table 1: Error norms of Example 5.1 for different combinations of the values of N, Ny, N;.

(Ng, Ny, Ny) ll€]l oo condition number CPU time(sec)
(5,5,5) 1.7367¢ — 04 1.0050e + 03 0.0304
(7,7,5) 2.5291e — 05 4.9732e + 03 0.0463
(7,7,7) 2.0069¢ — 05 5.6195e + 03 0.0688

(10,10,7) 7.9423e — 06 5.1577e + 04 0.2336
(10,10,10)  3.3726e — 06 5.4943e + 04 0.2863

(15,15,10)  3.2808e — 06 2.2740e 4 09 1.8369
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Table 2: Comparison of the numerical and exact solutions at some random points of x,y, t:
Example 5.1 N, =10, N, = 10, Ny = 10

(,y,t) u(z,y,t) U(z,y,t) abs(u—1U)
(0.50,0.50,0.10) 0.0181 0.0181 3.0437e¢ — 07
(0.50,0.90,0.10) 0.1072 0.1072 6.4668e — 07
(0.90,0.90,0.10)  0.5638 0.5638  1.5162¢ — 07
(0.50,0.50,0.50) 0.0224 0.0224 3.0558e — 07
(0.90,0.50,0.50)  0.1180 0.1180  4.9251e — 07
(0.50,0.90, 0.50) 0.1328 0.1328 8.2658e — 07
(0.90,0.90,0.50)  0.6984 0.6984  3.1169¢ — 06
(0.90,0.50,0.90) 0.1716 0.1716 1.9308e — 07
(0.50,0.90,0.90)  0.1932 0.1932  3.3049¢ — 07
(0.90,0.90, 0.90) 1.0158 1.0158 9.3025¢ — 07

Table 3: Absolute error norms of Example 5.2 for different values of N, N,, N; and o =
0.7,=15,v=1.6

(Ng, Ny, Ny) llel oo condition number CPU time(sec)
(5,5,5)  1.480le —04  1.5767e+ 03 0.0248
(7,7,5) 6.5902e — 05 4.4287e 4+ 03 0.0499
(7,7,7) 6.2105e — 05 4.7101e + 03 0.0713

(10,10,7)  3.2852e — 05 1.4321e + 04 0.2672
(10,10,10)  3.2941e — 05 1.4905e + 04 0.3124
(15,15,10)  9.0358¢ — 06 3.8865¢ + 08 1.7789

(a) Numerical solution

Figure 1: The numerical and exact solutions for Example 5.1 at ¢t = 1.

(b) Exact solution
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Table 4: Error norm values obtained when Example 5.2 is solved with N, = N, = N; = 10
for different values of «, 3, 7.

(o, B,7) lle]l oo condition number CPU time(sec)
(0.1,1.1,1.2)  1.1259¢ — 05 8.6909¢ + 03 0.2882
(0.3,1.3,1.4) 2.7852e — 05 9.1981e + 03 0.2972
(0.5,1.5,1.6) 3.3015e — 05 1.3738e + 04 0.3062
(0.7,1.7,1.8) 3.1277e — 05 2.1455e + 04 0.3032

Table 5: Absolute error norms obtained for Example 5.3 for different values of «, 3,7 after
the sixth iteration: N, = N, = N; = 10.

condition number

(o, B,7) llelloo CPU time(sec)
(0.1,1.1,1.2)  3.4572e¢ — 04 1.1729e 4 04 1.2437
(0.3,1.3,1.4) 1.3217e — 04 9.0201e + 03 1.2407
(0.5,1.5,1.6) 1.2695e¢ — 04 1.2389¢ + 04 1.2377
(0.7,1.7,1.8) 1.1264e — 04 2.0124¢e + 04 1.2277

020@)  fo.20 0851 tos
0'153 0.15 0.6 Xl o6
010X 0.10 04 Sx 0.4
0.05 02

0.00 0.05 00 0.2
0 Lo

1
0.
6
0.4
4 06 2"y
X T 08,5 00

(a) t=1/2

(b) t =1

Figure 2: Numerical solutions of Example 5.2 for different ¢ with N; = N, = N, = 10,
a=1/2and g =~v=3/2.
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t=1/2 t=1/2

Figure 3: Surface plots of the numerical solution and absolute error for different values of ¢
for Example 5.3 with Ny = N, = N, =15 and @ =9/10 and f =~ = 1.9,

7. Conclusion

In this study, we presented a numerical scheme for two—dimensional space—time fractional
partial differential equations. The method is purely spectral and approximates the dependent
variable and its fractional derivative (both spatial and temporal) using shifted Chebyshev
polynomials and integrated using shifted Chebyshev—Gauss—Lobatto quadrature. In the case
of nonlinear two—dimensional space-time FPDEs, we used quasilinearization to linearize the
equation and then expanded the solution in terms of the shifted Chebyshev polynomials .
The method was described and applied to some FPDEs of the initial-boundary value type.
In the examples considered, we found that the method is accurate, reliable and efficient.
The accuracy was confirmed through an analysis of the magnitude of the error norms. The
accuracy of the method can be attributed to the fact that the approach is purely spectral,
and spectral methods are non—local in nature, they generate an approximate solution over
the entire grid points instead of using neighbouring points. The efficiency is evident in
the computational time required to solve the system of algebraic equations resulting from
the expansion in terms of shifted Chebyshev polynomials. In future, the method may be
extended to a large time domain and irregular spatial domains.
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