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Response to the reviewers

This is the response to the reviewers’ comments on the manuscript (acoustics-1696040) submitted to MDPI

acoustics special issues on Human’s Psychological and Physiological Responses to Sound Environment.

We would like to thank the reviewers for their time in giving constructive feedback on our manuscript.

In this document, we have addressed each question/comment separately with a detailed response, along

with references to the changes made in the revised manuscript. The major changes from the original

manuscript are highlighted in red in the revised manuscript for convenience. Please note that due to the

advised modifications, there have been a few changes in the figures and section numbers of the revised

manuscript, and all the references we have made in our responses correspond to the revised manuscript

unless explicitly mentioned otherwise. We sincerely hope that our attempts to improve the manuscript

have done justice to the time and effort spent by the reviewers.
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1 Response to the Reviewer 1

We would like to thank the reviewer for their valuable time.

RC-1.1 Comment from the reviewer:

I suggest you can provide the listening duration for 1 frequency sound as such readers can imagine how

the ratings were conducted.

Response:

We thank the reviewer for the suggestion. We have revised Section 3.3 - Emotion rating Mechanism of

the manuscript according to the reviewer’s comment.

Changes in the revised manuscript:

Each participant must listen to all 12 Solfeggio frequencies for the duration of 20 seconds each.

For each primary emotion class (Happy, Sad, Calm, and Anger), the participants are required

to rate these pure tones on a scale of 1 to 10 by using a comparative analysis. Here 1 represents

“least significant emotion” and 10 represents “most significant emotion”.

RC-1.2 Comment from the reviewer:

The size of samples can be bigger instead of 30 samples per frequency. Referring to the emotion class

- happy, the height of the median line of the box at 417 Hz is almost the same as the entire box at 440

Hz, which means there is no sharp or clear likelihood to show a difference between the two groups. So,

the more data you can obtain, the more accurate the result would be.

Response:

We thank the reviewer for the suggestion. We have now increased the number of samples per frequency to

37 and have updated all five plots and Section 3.1 (Participants) of the manuscript accordingly. Although

the results did not improve significantly with addition of 7 new participants (samples), the trend indicates

that more data we can obtain, the more accurate results would be.
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Changes in the revised manuscript:

Thirty-seven adults in the age group of 20 – 55 yrs. from Canberra, Australia participated in

the research voluntarily. The gender distribution among participants is 20:17 (i.e., 20 male and

17 female ), with median age of 27 years (SD 6.5987).

Fig. 1: Plot for different emotion class rating vs Pure tone frequency. Here, the line graph for all

four primary emotions - Happy, Sad, Anger, and Calm are plotted w.r.t pure tone frequency (in Hz).
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Fig. 2: Plot for Happy emotion rating v/s Pure tone frequency. Here, the shaded area (red in color)

of box chart represents distribution for annotated emotion corresponding to each pure tone frequency.

Also, blue dots in emotion rating plot represent outliers data.

Fig. 3: Plot for Sad emotion rating v/s Pure tone frequency. Here, the shaded area (cyan in color) of

box chart represents distribution for annotated emotion corresponding to each pure tone frequency. Also,

blue dots in emotion rating plot represent outliers data.
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Fig. 4: Plot for Anger emotion rating v/s Pure tone frequency. Here, the shaded area (grey in color)

of box chart represents distribution for annotated emotion corresponding to each pure tone frequency.

Also, blue dots in emotion rating plot represent outliers data.

Fig. 5: Plot for Calm emotion rating v/s Pure tone frequency. Here, the shaded area (green in color)

of box chart represents distribution for annotated emotion corresponding to each pure tone frequency.

Also, blue dots in emotion rating plot.



6

RC-1.3 Comment from the reviewer:

To clarify the specific preference on frequency choice, you can put some rules on picking the preferred

tone frequency.

Response:

We thank the reviewer for the suggestion. We designed the listening test according to a rule of thumb,

which is now mentioned in Section 3.3.

Changes in the revised manuscript:

Each participant must listen to all 12 Solfeggio frequencies for the duration of 20 seconds

each. For each primary emotion class (Happy, Sad, Calm, and Anger), the participants are

required to rate these pure tones on a scale of 1 to 10 by using a comparative analysis. Here 1

represents “least significant emotion” and 10 represents “most significant emotion”. The detailed

instructions for completing the emotion rating test are as follows:

• For each emotion category, participants must listen to all 12 pure tones, perform a com-

parative analysis, and rate the significance of highlighted emotion on a scale of 1 to 10.

Here, the rule of thumb for rating a particular tone is based on performing the comparative

analysis of the previous and next tone, as they are in ascending order of frequency.

• For an effective and consistent perception test, participants are asked to use headphones of

good frequency responses.

• Before starting the perception test, participants must adjust their speaker/ headphone sound

level to a comfortable level (Recommended level: 15 to 20% ).

RC-1.4 Comment from the reviewer:

You have cited the reference that the most preferred tones range from 400 to 750 Hz. However, it is

observed that the emotion class - anger is triggered starting from 440 Hz to 528 Hz and your preferred

tone is from 210 to 540 Hz. So, what is your underlying principle that includes the anger triggering

frequency?

Response:

We thank the reviewer for their valuable comment and observations regarding the emotion class - anger.

Here, we would like to highlight two things -
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• In the referenced paper [1], Paul C. Vitz identified preferred tones as an inverted function of frequency

and intensity. However, with regards to our paper, we are investigating cues for four different primary

emotions - Happy, Sad, Anger, and Calm over a frequency range of 110 Hz to 963 Hz. Hence,

comparing the results of our paper directly with referenced paper will be difficult, as the motivation,

and research methodologies of both papers are slightly different.

• Also, angry emotion being triggered in the 440 to 528 Hz frequency range strengthen our hypothesis

that the frequency range 432 – 440 Hz is neutral from human emotion perspective.

We have revised Section 4 - Results and Discussions of the manuscript and have acknowledged the trend

that emotion class - anger is triggered from 440 Hz to 528 Hz .

Changes in the revised manuscript:

Apart from that, for higher frequencies (≥ 440 Hz), the emotion rating tends to dampen

continuously for three primary emotions happy, sad, and calm. However, for emotion class

- anger, the rating gradually increases with an increase in pure tone frequency (≥ 440 Hz).

This clearly reflects the dominance of anger emotion class in the higher frequency range.

Also, it is noteworthy that the emotion class anger is triggered in a frequency range starting

from 440Hz to 528Hz.
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2 Response to the Reviewer 2

We thank the reviewer for their recommendations and support.

RC-2.1 Comment from the reviewer:

First, it is rather difficult to assess the validity of the main conclusions of the paper and their compliance

with the world level, since the authors of the paper briefly described the main problems associated with the

recognition of emotions, and the section with related work of the world scientific community is completely

absent. Works related to the subject of emotion recognition, both in audio and video modalities, are

constantly presented at such conferences as: ICASSP, INTERSPEECH, CVPR and others.

Response:

We thank the reviewer for valuable feedback and the suggestion. We have revised the paper and included

a separate section for related work of the world scientific community (Section 2 - Related Work).

Changes in the revised manuscript:

This section provides a brief overview of related work on psychoacoustic parameters based

auditory emotion recognition and discusses how psychoacoustic parameters can be vital in

developing multi-modal emotion recognition algorithms.

To date, studies on emotion recognition have been predominantly based on identifying cues

from facial expression data [2] [3], voice and speech data [4], audio-visual data [3] [5], and

physiological data [6] [7] [3]. Among these, the area of research involving sound without verbal

information as the stimulus for emotion recognition is classified as psychoacoustics [8] [9]. It

has the potential to be established as a distinct field of emotion recognition, as sound plays an

important role in detecting cues for various primary emotions. Also, it is possible to accurately

detect other’s emotions from the tone of their voice without actually understanding/ listening

to speech [10] [11]. Furthermore, the accuracy of emotion recognition algorithms improve with

multi-modality (i.e., two or more sensory) inputs in comparison to uni-modality inputs [12]

[13] [14].

However, most of the emotion recognition studies are conducted either by extracting specific

parameters that become apparent when emotion is evoked (e.g., facial, voice or physiological

indicators) [15] [16], or by training the data to predict an emotion by applying mathematical

algorithms [17] [18]. Also, it is important to understand that non-verbal sound is processed



9

differently than verbal sound/ speech in the brain and is relatively natural and universal means

of human communication with higher cues for emotional responses [19] [20]. Hence, it is

important to identify physical sound determinants of emotional responses through non-verbal

sound, as the chances of emotional responses being convoluted with other factors will be

minimal and will only be the result of present stimuli.

In the past, there have been few research studies to establish perceptual determinants for physical

parameters in non-verbal sound such as mapping emotional reactions to auditory events onto

a pleasantness-unpleasantness (Lust-Unlust) dimension [21], and identifying Valence and po-

tency/control cues in the vocal expression of emotion [22]. Also, in a recent research Erkin Austy

and Daniel mapped everyday emotional reactions to both sound characteristics, and the appraisal

of sound/sound source [23]. In another research, Paul C. Vitz identified preferred tones as an

inverted function of frequency and intensity [1]. Apart from that, other noteworthy researches

in the field of psychoacoustics are the development of an auditory emotion recognition function

using psychoacoustic parameters based on IADS [8], and emotional reactions to sounds without

meaning [24].

However, to the best of our knowledge, there has been no research in the past aiming to

establish a relationship between frequency (one of the most important physical parameters

of sound) and perceived human emotions. Establishing such a relationship between physical

parameters of sound and emotional responses can be important for various applications such

as emotion induction with sound, development of new sound abatement approaches, sound

and auditory interface design, and prediction and assessment of subjective noise experiences

[25] [26] [27]. The findings of this research can also be helpful in establishing perceptual

determinants for physical parameters in sound, along with setting directions for other research

in emotion recognition such as detecting emotion cues from non-musical, and non-vocal sounds.

RC-2.2 Comment from the reviewer:

Further, as stated in the paper, the average age of people who participated in online testing is 27 years

old, if the maximum age is 55 years old, this may indicate that the sample is dominated by a young age

group and this may lead to some bias in the perception of different types of pure tones in the specified

range. However, the authors of the paper did not take this into account.



10

Response:

We thank the reviewer for their suggestion. We have revised Section 4 - Results and Discussions of

the manuscript, and have acknowledged that the sample is dominated by young age group (average age

of participants is 27 years) which may leads to some bias in the perception of different pure tones in

specified frequency range.

Changes in the revised manuscript:

Since, the emotion rating test is conducted online via Qualtrics software as a survey tool,

there is a possibility that differences in testing conditions (i.e., ambiance noise, head-phone

response, and quality) may affect the true stimuli to the listener. To minimize the influence

of these variations on the final observation, box-plots are used as a statistical tool that is

capable of visually summarising and conveying the level, spread, outliers, and symmetry of

data distribution [28]. Also, mean, median, and mode of emotion rating data is plotted along

with box-plot to visualise the overall trend. Apart from that, the sample is dominated by a

young age group (the average age of participants is 27 years) which may lead to some bias in

the perception of different pure tones in the specified frequency range.

RC-2.3 Comment from the reviewer:

In section 3, the authors of the paper write: "For that, we only consider primary emotions - Happy, Sad,

Anger and Joy", where is Joy Calm?

Response:

We thank the reviewer for the feedback. We have revised Section 4 (Results and Discussions) (which

was Section 3 in earlier version) of the manuscript, and have corrected the typo of emotion class "calm"

being referred as "joy".

Changes in the revised manuscript:

One of the main intentions of this study is to establish a frequency-dependent inter-relationship

amongst different emotion classes. For that, we only considered primary emotions - Happy, Sad,

Anger, and Calm, as they almost cover the entire human emotion spectrum [29] [30]. Also,

considering only the primary emotions will allow our results to be more generic and broadly

applicable.
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RC-2.4 Comment from the reviewer:

The list of references is mainly represented by rather old works, which once again emphasizes the need

for a section with a detailed analysis of previous studies.

Response:

We thank the reviewer for their valuable feedback and the suggestions. We have revised the paper and

included a separate section for related work of the world scientific community (Section 2 - Related Work).

Also, we have included 21 new references (total 46) from recent works in the field of emotion recognition

being published in journals and conferences such as ICASSP, CVPR, JASA, MDPI and others.
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