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Abstract: Quantitative dynamic strain measurements of the ground would be useful for engineering 1

scale problems such as monitoring for natural hazards, soil-structure interaction studies and non- 2

invasive site investigation using full waveform inversion (FWI). Distributed Acoustic Sensing (DAS), 3

a promising technology for these purposes, needs to be better understood in terms of its directional 4

sensitivity, spatial position, and amplitude for application to engineering-scale problems. This 5

study investigates whether the physical measurements made using DAS are consistent with the 6

theoretical reception patterns and experimental measurements of ground strain made by geophones. 7

Results show that DAS and geophone measurements are consistent in both phase and amplitude 8

for broadband (10s of Hz), high amplitude (10s of microstrain) and complex wavefields originating 9

from different positions around the array when: (1) the DAS channels and geophone locations are 10

properly aligned, (2) the DAS cable provides good deformation coupling to the internal optical fiber, 11

(3) the cable is coupled to the ground through direct burial and compaction, and (4) laser phase 12

noise is mitigated in the DAS measurements. The theoretical relationship between DAS-measured 13

and point-wise strain for vertical and horizontal active sources is introduced using 3D elastic finite- 14

difference simulations. The implications of using DAS strain measurements are discussed including 15

directionality and magnitude differences between the actual and DAS-measured strain fields. A 16

method for spatially aligning the DAS channels with the geophone locations at tolerances less than 17

the spatial resolution of the DAS system is proposed. 18

Keywords: DAS; geophones; wave propagation; strain measurement; DFOS 19

1. Introduction 20

Distributed acoustic sensing (DAS) is a technique that dynamically measures the 21

change in length of sections of optical fiber. This is done by examining the optical path 22

difference (OPD), or the change in distance that light travels, of Rayleigh backscatter over 23

a length of optical fiber [1]. Rayleigh backscatter is light that propagates in the opposite 24

direction of source laser light at the same frequency. It is caused primarily by the incident 25

light interacting with random inhomogeneities contained within the fiber [2]. Rayleigh 26

backscatter that has originated from different locations along an optical fiber is combined 27

to create an interference (i.e., a superposition of wave energy). The interference pattern is 28

used to determine the Rayleigh backscatter’s phase difference between the two backscatter 29

sources, and in-turn the evolution of the OPD between them. The average straight-line 30

distance between the origins of the Rayleigh backscatter is called the gauge length (g). In 31

the case of DAS, the light phase difference is the measurement output by the instrument, 32

expressed as radians relative to the source light’s average wavelength. This is converted to 33

OPD through transformations discussed later. The phase measurements are proportional 34

to changes in length of the fiber (due to thermal and mechanical strain), fiber refractive 35

index, and incident light wavelength [3]. Since the measured OPD is relative to the light’s 36

wavelength, the corresponding measurements of length change (∆L), or axial/normal 37
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strain (ε = ∆L/g) if divided by the gauge length, are extremely small. Strain measurements 38

are examined dynamically and can be made as low as 0.6pε/
√

Hz [4]. 39

Laser phase drift and phase demodulation errors are the primary sources of noise 40

for DAS systems. Laser phase drift is the slow variation of the wavelength of light emit- 41

ted by a laser. Any deviation from the average wavelength at the source will manifest 42

in the phase measurements. This phase noise can be reduced by high pass filtering or 43

time-differentiating the phase data, which attenuates signals near DC (frequency = 0 Hz). 44

The other noise source, phase demodulation errors, are the result of breakdowns of the 45

demodulation scheme used by the DAS system resulting in incorrect phase measurements. 46

This type of noise manifests as jumps (step functions) in the time domain phase data, or 47

broadband noise in the frequency domain. In this study we demonstrate that: (i) the phase 48

noise can be mitigated by high pass filtering the data within a dynamic range of interest, 49

and (ii) phase unwrapping errors have limited impact on the recorded waveforms if the 50

maximum sampling rate (100 kHz) of the interrogator unit is employed (Optasense Inc.’s 51

ODH4 in the present study). 52

DAS has been used in the geophysical community for over a decade for measuring 53

stress wave propagation. Specific use cases include DAS deployed in boreholes for con- 54

ducting vertical seismic profiling (VSP) [5,6], within telecommunications cable conduit 55

for ambient noise interferometry [7,8], and offshore for passive seismic monitoring [9,10]. 56

DAS is widely accepted as a technique for detecting and measuring the phase behavior of 57

body and surface waves. It has been described that the measurements made by DAS are 58

approximately proportional to normal strain (ε) or strain-rate (ε̇) [11], as defined by: 59

ε̇ =

[
u
(
x + g

2 , t + dt
)
− u

(
x − g

2 , t + dt
)]

−
[
u
(
x + g

2 , t
)
− u

(
x − g

2 , t
)]

gdt
(1)

where u is the displacement in the direction of the cable (i.e., the x-direction), and dt is the 60

time step between samples. It should be noted that Equation 1 assumes perfectly discrete 61

scattering locations, when it is actually a distribution over the light pulse’s shape [12]. 62

This has allowed for the approximate conversion of DAS-measured strain to point-wise 63

particle velocity assuming non-dispersive signals and large wavelengths relative to the 64

gauge length of the DAS system. This relationship is: 65

εxx =
dux

dx
=

dux

cdt
=

vx

c
(2)

where c is the phase velocity of the propagating seismic wave and vx is the particle velocity 66

in the arbitrary x-direction. The subscript xx denotes that the strain being described is the 67

normal strain in the x-direction from strain tensor notation. 68

The relationship given in Equation 2 only works as a practical transformation for DAS 69

data when c can be easily estimated for all frequency components within the measured 70

signal, such as isolated body wave arrivals within boreholes, as in Daley et al. [11]. For 71

example, Wang et al. [13] applied the relationships in both Equations 1 & 2 to a surface 72

DAS array and co-located geophones to measure long-wavelength signals at the crustal 73

scale. It was shown that the waveforms matched well for non-dispersive signals within a 74

frequency band of 1-5 Hz and amplitudes less than 100 nε/s. This finding was significant 75

for seismological applications of DAS, as the recorded signals were generated from a ML 76

4.3 earthquake and recorded across a wide aperture array of both geophones and DAS. 77

It was noted that the amplitudes for the first few cycles were approximately the same 78

between DAS and geophones but began to deviate later in the waveform following the 79

S-wave arrival. This was attributed to interference between P- and S-wave coda, and a 80

misalignment of the geophone and DAS measurement locations. In this study, we will show 81

that DAS measurements can be consistent with geophone measurements at an engineering 82

scale regardless of wavefield complexities for broadband and high amplitude signals. 83
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Most reported DAS applications have not examined the amplitude of the signals 84

or put emphasis on converting it to physical units because the phase behavior of the 85

measurements was of primary interest. For example, Mateeva et al. [14] presents one of 86

the first explanations of DAS for seismic monitoring in boreholes, where a comparison 87

between DAS and geophones is performed for picking body wave arrivals. This required 88

identifying seismic phases in the raw data; the signal’s specific amplitude or units was 89

not used. Song et al. [15] shows the use of DAS for measuring surface wave dispersion to 90

invert the velocity structure of the near subsurface. A step in this process is normalizing 91

the amplitude of the traces, which is a common step in surface wave processing. Vantassel 92

et al. [16] demonstrated that measurements of surface wave dispersion using DAS and 93

geophone data could be compared in their respective raw units and produce essentially 94

equivalent results, if frequency-dependent normalization was applied to the dispersion 95

images following processing. Since the phase component of the DAS measurement alone 96

has served the needs of the geophysical community, there has been little effort to study and 97

quantify the signal amplitude. However, for more advanced imaging techniques, such as 98

full-waveform inversion (FWI), both phase and amplitude are required [17]. Geophysical 99

research has begun to move in the direction of using DAS for FWI. For example, Egorov et 100

al. [18] used DAS VSP data for FWI. The DAS data was converted to equivalent units as the 101

geophones using Equation 2 and then a shaping filter was applied to better match the DAS 102

and geophone traces. This general approach has also been used by Eaid et al. [19] who also 103

conducted FWI using shaped DAS data. Furthermore, to use DAS as an engineering tool 104

to monitor soil structure interaction and ground deformation the amplitude of the strain 105

measurements must be verified and not subjectively shaped. 106

This study aims to provide a procedure for using DAS data as quantitative ground 107

strain measurements for stress-wave-based imaging techniques, such as FWI, that do not 108

rely on the subjective shaping of the signal’s amplitude, or for engineering problems like 109

soil-structure interaction and ground deformation monitoring. Specifically, this study will 110

first demonstrate how DAS data can be modeled as a finite-difference of the displacement 111

field, and then how to practically implement a quantitative acquisition in the field. The 112

implications of measuring a spatially differenced displacement field are explored through 113

analytical expressions and 3D finite difference simulations of seismic waves produced by 114

active sources. These theoretical results are compared with field-measured wavefields when 115

an optical fiber is carefully coupled with the ground and seismic waves are created with 116

active sources. The amplitudes of the strain measurements made with DAS are validated 117

through quantitative comparison to geophones. 118

2. Analytical Representation of DAS Measurements 119

DAS measurements are one-dimensional. The direction of the OPD is the axial direc- 120

tion of the optical fiber. For the following expressions, we consider DAS measurements to 121

be in an arbitrary x-direction as was done in Equations 1 & 2. The phase measurements 122

made by DAS systems can be converted to relative displacement (dux) or strain by [3]: 123

dux =
λ dϕ

4πnξ
(3)

and 124

εxx =
dux

g
=

λ dϕ

4πngξ
(4)

where λ is the average optical wavelength in a vacuum of the DAS system, n is the group 125

refractive index of the sensing fiber, ξ is the photoelastic scaling factor for longitudinal 126

strain in an isotropic medium (= 0.78), dϕ is the phase change measured by the DAS system, 127

dux is the relative displacement over a single gauge length of the DAS system, and ε is 128

strain over a single gauge length. 129

Since velocity transducers (geophones) will be used in this study as a verification tool 130

for DAS measurements, it is important to develop their relationship to DAS. Geophones 131

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 28 April 2022                   doi:10.20944/preprints202204.0268.v1

https://doi.org/10.20944/preprints202204.0268.v1


4 of 21

with a single component measure the 1D particle velocity. The spatial difference between 132

two geophone point measurements can be used to solve for the relative particle velocity. If 133

we align the measurement direction of the DAS and geophones and take a spatial difference 134

over the DAS gauge length, the relative particle velocity can be expressed as: 135

dvx = vx(x0 +
g
2

, t)− vx(x0 −
g
2

, t) (5)

where dv is the relative particle velocity, v is the particle velocity measurement made by a 136

geophone, and x0 is the location exactly between two geophones spaced by g. 137

Note that Equation 5 is a restatement of Equation 1, except now in terms of relative 138

particle velocity rather than strain rate. With Equation 4, the DAS measurements are then 139

related to the geophone measurements by: 140

δ

δt
dux = dvx (6)

and 141

εxx =

∫
dvxδt
g

(7)

Equations 5-7 are valid only when a DAS channel is centered between two geophones 142

with a gauge length equal to the spacing of those geophones. This is shown schematically 143

in Figure 1. In this case the scattering centers, or the origin of the Rayleigh backscatter, 144

is at the same location as the first order centered finite difference of the geophones. The 145

two light pulses in Figure 1 show the position of the interrogating light pulses at the time 146

of scattering. The two light pulses in Figure 1 may be two separate pulses, or a single 147

forward propagating pulse whose backscatter is delayed in time [20]. The representation 148

of a strain seismic sensor is not new and has been presented by Benioff [21] for a discrete 149

strain sensing system. This was elaborated on by Martin et al. [22] for the case of using 150

strain-rate DAS measurements. 151

gauge length (g)
DAS fiber

horizontal

geophone

g/2
DAS channel location,

incident light 

propagation direction

x0

light pulse

Figure 1. Schematic of DAS sensing as described by the difference between two geophones collocated
with the interrogating light pulses at the time of back scattering.

Using 1D strain measurements for sensing stress waves has implications on directional 152

sensitivity, magnitude, and phase response to different wavelengths. Martin et al. [22] 153

presents the analytical full waveform representations of pointwise and distributed strain- 154

rate measurements to all types of planar surface and body waves. The expressions found 155

in that work have been time-integrated and simplified by removing the amplitude and 156

oscillatory factors and are presented in Table 1. The purpose of these expressions is to 157

compare the directional sensitivity of different wave types between theoretical point and 158

DAS measurements. The directional sensitivity (d) is a multiplier of the solution to the 159

wave equation that would determine what strain would occur as a function of the angle in 160

the horizontal plane (θ) between an incoming wave and the 1D measurement direction of a 161

sensor, and the wavelength of the seismic wave (λ). This is given for both a point sensor 162

(dε) and a distributed measurement over a gauge length (dε,g). The body waves are also a 163

function of the angle in the vertical plane (φ). Note that for a horizontally traveling body 164

waves (i.e., φ=0 ) the P and Rayleigh expressions are equal, and SH and Love expressions 165

are equal. It is important to note that these expressions assume a far-field, plane wave 166

source which is not always a valid assumption in active source testing. 167
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Table 1. Directional and wavelength sensitivity of point and distributed strain measurements to
seismic waves (after Martin et al. [22])

Wave Type Measurement type Quantity Expression

Rayleigh point
distributed

dε(θ, λ)
dε,g(θ, λ, g)

2π
λ cos2(θ)

2
g cos(θ)sin(πgcos(θ)

λ )

Pressure (P) point
distributed

dε(θ, φ, λ)
dε,g(θ, φ, λ, g)

2π
λ cos2(θ) cos2(φ)

2
g cos(θ)cos(φ)sin(πgcos(θ)cos(φ)

λ )

Love point
distributed

dε(θ, λ)
dε,g(θ, λ, g)

π
λ sin(2θ)

2
g sin (θ)sin(πgcos(θ)

λ )

Horizontally Polarized Shear
(SH)

point
distributed

dε(θ, φ, λ)
dε,g(θ, φ, λ, g)

π
λ sin(2θ)cos(φ)

2
g sin (θ)sin(πgcos(θ)cos(φ)

λ )

Vertically Polarized Shear (SV) point
distributed

dε(θ, φ, λ)
dε,g(θ, φ, λ, g)

π
λ cos2(θ) sin(2φ)

1
g

cos(θ)sin(2φ)
cos(φ)

sin(πgcos(θ)cos(φ)
λ )

If the ratio of distributed strain to point strain is calculated, it can be shown for all 168

surface waves: 169

Rε, SW =
λsin(πgcos(θ)

λ )

πgcos(θ)
(8)

and for all body waves: 170

Rε, BW =
λsin(πgcos(θ)cos(φ)

λ )

πgcos(θ)cos(φ)
(9)

where Rε,SW and Rε,BW are the ratios of distributed to point strain for surface waves and 171

body waves, respectively. 172

It is useful to visualize these expressions as a function of the ratio between signal 173

wavelength (λ) and gauge length of a theoretical DAS system. Figure 2 shows this for 174

the case of φ=0 along with the relative amplitude measured between DAS and a point 175

sensor as a function of θ for P, Rayleigh, SH, and Love waves. SV waves have been omitted 176

for brevity. For Rayleigh and P waves at λ/g=1, the DAS response is zero for incoming 177

waves at 0°, 90°, 180°, and 270°. Love and SH waves always have zeros at 0°, 90°, 180°, and 178

270°, though the response of the DAS sensor is noticeably distorted from the point strain 179

measurement at low λ/g values. As λ/g increases, the response of the theoretical DAS 180

sensor approaches the point strain measurement. This phenomenon is important for using 181

DAS for active source stress wave measurements because surveys need to be designed in 182

such a way to avoid, or to expect, the zeros in the reception patterns for the waves that are 183

being produced when either frequencies are high (i.e., short wavelengths) or when g is long. 184

For example, an off-end survey geometry can never be expected to measure Love or direct 185

SH waves. To avoid the zeros in the DAS reception patterns, a variety of source positions 186

need to be used if it is desired to maximize sensitivity to all types of seismic waves, and 187

hence maximize the information gained from a site. In the next section we develop this 188

idea further with numerical examples of simulated DAS reception with different values of 189

λ/g. 190
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Figure 2. Radial reception patterns for point strain and theoretical DAS-measured strain for wave-
length over gauge length ratios (λ/g) of 1, 2 and 5 for Rayleigh, P, Love and SH waves. In addition,
the ratios of theoretical DAS strains and point strains are shown as a function of angle, which ap-
proaches unity for all wave types and angles as λ/g increases.

3. Numerical Representation of DAS Measurements 191

The magnitude response of DAS strain measurements is examined for their depen- 192

dance on λ/g and directionality through numerically simulated DAS and point strain 193

data. DAS data can be simulated following the relationship between point and distributed 194

measurements described in Equations 5-7. This includes evaluating the point displacement 195

at two locations in a model, taking a 1D difference between them in the direction of the 196

virtual DAS cable and dividing by their separation distance. 197

To demonstrate this technique, 3D elastic stress wave propagation was simulated 198

using Seismic Waves, 4th Order (SW4) node-based finite difference code [23]. The model 199

consisted of an elastic half-space solid 200 m-wide, 200 m-long, and 100 m deep. The grid 200

spacing was 0.5 m in all directions, resulting in 32,321,001 total grid points. The material 201

was assigned a shear wave velocity of 250 m/s, compression wave velocity of 433 m/s 202

and a density of 1800 kg/m3. The velocity values created a material with a Poisson’s 203

ratio of 0.25 (also known as a Poisson solid). There was a free surface top boundary 204

condition and absorbing super grid damping layers surrounding the model to minimize 205

wave reflections at the boundaries. The model was excited using a point force at the top 206

surface with a magnitude of 100 kN defined by a Ricker wavelet. The force was applied 207

with different polarizations, including vertical, parallel to and perpendicular to the 1D 208

strain measurement direction. This created both surface and body waves with varying 209

wavelengths. Since the model was a Poisson solid, Rayleigh waves propagated at 0.919 210

times the shear wave velocity, while Love waves propagated at approximately the shear 211

wave velocity [24]. 212

To evaluate the numerical models in terms of λ/g, the fundamental frequency of the 213

source wavelet was set such that the vertical source created Rayleigh waves with a 10 214

m wavelength (22.975 Hz), and the horizontal sources created Love waves with a 10 m 215

wavelength (25 Hz). Displacement and pointwise strain were evaluated at each grid point 216

at the surface of the model for each run. The displacement values across the surface were 217

then converted to equivalent 1D DAS measurements for λ/g of 1 and 5. Essentially, each 218

row of grid points is converted to its own 1D DAS array. 219
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The pointwise and simulated DAS measured strain in the x-direction as evaluated 220

0.3 s after source initiation is shown in Figure 3 for the different source polarizations. The 221

simulation results show the strain in the x-direction (εxx). These results can be thought of 222

as what a DAS array oriented parallel to the x-axis will measure. The top row displays 223

a vertical source, the center row displays a horizontal source perpendicular to the strain 224

measurement and the bottom row shows a horizontal source parallel to the strain measure- 225

ment. The three columns from left to right correspond to pointwise strain, simulated DAS 226

strain with λ/g ≈ 5 and simulated DAS strain with λ/g ≈ 1, respectively. All amplitudes 227

are normalized relative to maximum strain exhibited across all simulations. 228
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Figure 3. Simulations of normalized pointwise strain in the x-direction along the free-surface of a 200
m by 200 m by 100 m elastic half-space model caused by a 100 kN force in vertical and horizontal
directions. The horizontal strain in the x-direction (εxx) is shown for each source evaluated pointwise
and as measured by theoretical DAS systems aligned in the x-direction with wavelength-to-gauge
length ratios (λ/g) of 5 and 1. The source is shown centered in the model to demonstrate the
theoretical point strain and corresponding DAS measurements at all angles. All tiles are normalized
relative to the maximum strain across all simulations. The simulations were conducted using Seismic
Waves 4th Order [23].

The reception patterns for point strain and distributed DAS strain are evident in the 229

simulation results, including zero sensitivity to perfectly broadside (90° or 270°) sources 230

in the vertical and both horizontal directions. These zero sensitivity zones are labelled 231

in the pointwise strain simulation results. An off-end source-receiver orientation would 232
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result in maximum sensitivity to the vertical or x-direction horizontal source, which are 233

also labelled, while there would be no sensitivity to the y-direction horizontal source. It is 234

important to note the phase-flips that occur for the broadside orientation of the x-direction 235

source and the off-end orientation for the y-direction source. This will result in strain with 236

an opposite sign being measured depending on what side of this phase-flip the receiver is 237

on. This will be evident later in the field-acquired data. 238

The wavefields are captured well by the simulated DAS data for the case of λ/g ≈ 5. 239

The wavefronts have a significantly lower amplitude and become distorted when λ/g ≈ 240

1. This is most evident for the y-direction horizontal source. Importantly, the distortion 241

diminishes toward the broadside source-receiver orientation, which is labelled in the 242

top-right tile. This observation is consistent with Equations 8 and 9, and Figure 2 that 243

demonstrate that the ratio of DAS strain to point strain approaches one for angles near 90° 244

and 270° degrees regardless of λ/g. 245

The amplitude distortion caused by low λ/g values is shown in Figure 4. The off-end 246

source-receiver orientation for a vertical source is shown for measurement offsets of 40 247

and 80 m relative to the source. The location of these receivers is also indicated in the 248

top-center tile of Figure 3. The λ/g ≈ 5 case is very close of the point strain amplitude. 249

The measured amplitude diminishes for the λ/g ≈ 2.5 case before becoming completely 250

distorted for λ/g ≈ 1. For a monochromatic plane wave solution, the λ/g ≈ 1 case would 251

result in zero strain measured (see [16]); the strain is non-zero because the source Ricker 252

wavelet has a non-finite bandwidth. This result is important because it indicates how 253

DAS arrays will fundamentally respond to the most common active source and geometry, 254

the off-end hammer strike. Due to the wide bandwidth of the wavelet generated by an 255

impulse signal like a hammer or weight drop, the ability for DAS to adequately measure 256

the pointwise strain field is a function of λ/g. This can be mitigated if either the user 257

quantifies the amplitude reduction due to the λ/g ratio for the particular application or, 258

preferably, examines the spatially differenced displacement field as the desired quantity in 259

their forward modelling of a problem. 260
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Figure 4. Simulations of DAS measured strain along the free surface of an elastic model at offsets of
40 and 80 m caused by a 100 kN force in vertical direction. Wavelength-to-gauge length ratios of 1,
2.5 and 5 relative to the Rayleigh wavelength are shown for a virtual DAS array extending radially
away from the source position. The simulations were conducted using Seismic Waves 4th Order [23].
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4. Experimental Campaign 261

An experiment was conducted at the NHERI@UTexas [25] Hornsby Bend test site in 262

Austin, TX to compare active source seismic strain signals recorded simultaneously using 263

DAS and geophones. An aerial photograph of the test setup is shown in Figure 5. The 264

test used a 94 m-long geophone array (48 geophones at 2 m spacing) directly above two 265

different 200 m-long fiber optic cables buried in a shallow trench. The cables were installed 266

carefully to ensure good coupling with the ground. 267

Legend
DAS - NanZee Cable 

DAS - AFL Cable 

Geophones 

Hammer source 

T-Rex source

5
0
 m

10 m
40 m

200 m

Figure 5. Plan view of the experimental setup at the Hornsby Bend test site along Platt Lane in
Austin, TX, USA, where a 94 m geophone array and two 200 m DAS arrays (NanZee and AFL cables)
were installed at the same location. The geophones were spaced at 2 m and the gauge length of
the DAS system was 2.04 m. The two different DAS cables were spliced together at the far end
of the array and interrogated simultaneously. The T-Rex vibroseis truck was used to vibrate the
ground 40 m from the arrays in an off-end configuration and 50 m from the arrays in a broadside
configuration. A sledgehammer was used to strike the ground vertically 10 m from the arrays in an
off-end configuration.

The cable installation process is shown in Figure 6a-c. First, the end points of the 268

trench were surveyed with a total station and a line was pulled tight to mark the position 269

of the trench. Next, a trenching machine was used to excavate a 10-15 cm deep trench 270

along the marking line (Figure 6a). Once the trench was excavated, the cables were placed 271

side-by-side at the bottom of the trench (Figure 6b). The trench was then backfilled using 272

the same volume of soil that was removed. A skid-steer loader was used to push the soil 273

into the trench and then driven on top to compact the soil (Figure 6c). 274

The fiber optic cable selection is of particular importance for quantitative deformation 275

measurements. Two cables with tightly buffered optical fibers were used. One was NanZee 276

Sensing Technology’s NZS-DSS-C02 (Figure 6d), and the other was AFL’s X3004955180H- 277

RD (Figure 6e). Note that tight buffering only refers to the layer directly outside the optical 278

fiber [26], such that a polymer coating was applied directly to each individual fiber. Outside 279

of that tight buffer the construction can vary widely from one cable design to another. 280

The NanZee cable has a layer of steel braid that is wound securely around a single tight 281

buffered fiber, which is then encased in a polyethylene jacket. The AFL cable, in contrast, 282

has a layer of aramid yarn surrounding four tight buffered fibers encased in a polyurethane 283

jacket. It can be assumed from the construction that the AFL cable will be much less-stiff 284

than the NanZee cable, though the actual stiffness values were not tested. 285

The cables were fusion spliced together inside a junction box so that they could be 286

simultaneously interrogated using a single DAS interrogator unit (IU), which for this study 287
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Figure 6. The fiber optic cables were tightly coupled with the ground by: (a) using a trenching
machine to excavate a trench between 10 and 15cm deep, (b) placing the two cables within the trench
next to each other, and (c) backfilling and compacting the trench with a skid-steer loader to ensure the
soil was densified around the cables. The two installed cables were (d) NanZee Sensing Technology’s
NZS-DSS-C02 and (e) AFL’s X3004955180H-RD.

was an OptaSense ODH4. One end of the cables was brought into an instrumentation trailer 288

that housed the IU, geophone data acquisition systems, and vibroseis control electronics. 289

The other end was terminated to reduce end-reflections during DAS data acquisitions. The 290

OptaSense ODH4 IU was configured to have a gauge length of 2.04 m, a channel spacing of 291

1.02 m, and a pulse repetition rate of 100 kHz. Due to the demodulation scheme used by the 292

ODH4, which determines the optical phase over four consecutive pulse repetitions, the 100 293

kHz pulse rate produces a sensing bandwidth of 12.5 kHz. The DAS data was decimated 294

in real-time to 1 kHz. The horizontal geophones used were Geospace Technologies GS-11D 295

with a fundamental frequency of 4.5 Hz. The geophones were housed in PC21 land cases 296

with 7.6 cm aluminum spikes. They were oriented horizontally along the direction of the 297

DAS cables (i.e., in-line) for direct comparison to the DAS data. There were 48 geophones 298

spaced at 2 m for a total array length of 94 m. The geophones were connected to two 299

24-channel Geometrics Geode seismographs. Geophone measurements were also collected 300

at 1 kHz. 301

One week after cable installation, seismic waves for the study were generated by two 302

different sources: (1) the NHERI@UTexas vibroseis truck T-Rex, and (2) a sledgehammer. 303

Wavefields generated by the seismic sources were recorded simultaneously using both the 304

DAS and geophone arrays. T-Rex is a three-dimensional vibroseis truck that can shake 305

its baseplate vertically, in-line, and crossline [25]. T-Rex has a maximum output force of 306

approximately 267 kN and 134 kN in the vertical and horizontal directions, respectively. 307

The source signal generated by T-Rex was a linear chirp from 3 to 80 Hz over 12 s. As 308

shown in Figure 5, this paper presents measurements made when T-Rex was: (i) 40 m from 309

the beginning of the DAS and geophone arrays in an off-end configuration, as well as (ii) 310
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50 m broadside from the arrays. A sledgehammer striking the ground vertically at 10 m 311

from the array in an off-end orientation is also presented. 312

5. Experimental Evaluation of DAS Reception Patterns 313

First, the DAS-recorded measurements using the NanZee cable are presented quali- 314

tatively to examine the impacts of DAS reception on signal characteristics. As discussed 315

later, both cables were of sufficiently high quality and good coupling such that the cable 316

choice made little difference in signal measurement. Figure 7 shows seismic recordings 317

of DAS data cross-correlated with the T-Rex source sweep signal. This cross-correlation 318

results in a zero-phase source wavelet with center frequency of 41.5 Hz. The data is shown 319

for both off-end and broadside configurations of the vertical and both horizontal directions 320

of excitation using the T-Rex vibrosies source. The DAS array is oriented in the x-direction. 321

The data is shown normalized relative to the maximum amplitude across all the records for 322

straightforward comparison. 323

The off-end configurations (the left tiles in Figure 7) give maximum signal amplitude 324

for the vertical source and horizontal source oscillating in-line with the x-direction. As 325

expected from the simulations presented in Figure 3, the y-direction horizontal source (i.e., 326

cross-line shaking) produces a much smaller signal received on the DAS array. For the 327

broadside source position (the right plots in Figure 7), the reception patterns of DAS are 328

more obvious. All three source directions cause a minimum signal reception where the 329

angle of incidence is 270°. However, as shown from the simulations presented earlier, only 330

the horizontal source excited in-line with the x-direction sees a phase-flip at the 100 m 331

location. These results provide experimental evidence supporting the reception patterns 332

postulated by Benioff and Martin et al. [21,22] and further described by the numerical 333

simulations presented in this work. The actual strain signal amplitudes are verified in the 334

next section. 335
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Figure 7. Experimental results of testing the angular reception pattern of DAS subject to active source
vibration in both off-end and broadside configuration for vertical and both horizontal directions of
excitation using the T-Rex vibrosies source. The DAS array is oriented in the x-direction. The off-end
geometry is 50 m from the beginning (x=0) of the DAS array, and the broadside configuration is 50 m
perpendicular from the midpoint of the200-m-long DAS array.

6. Comparison of Strain Measurements from DAS and Geophones 336

In this section, geophones are used to verify the amplitude of the strain measurements 337

made with DAS. The first processing step of processing the DAS data is to mitigate the 338

phase noise at low frequencies. To do so, a 3 Hz high pass filter was applied to the raw DAS 339

phase measurements and then the measurements were converted to strain using Equations 340

3 and 4. The geophone measurements were converted from the raw form to particle velocity 341

by compensating for their frequency dependent response and gain of the seismographs. 342

Next, the velocity time-series were integrated in the frequency domain to achieve units of 343

displacement. The displacement measurements from each geophone were subtracted from 344

the next geophone in the array to create a spatial difference, and the result was divided by 345

the geophone spacing to get unitless strain. This is exactly like the process for simulating 346

the DAS data in the numerical example presented previously. Then, a DAS channel at 347

about the same location as the differenced geophones was selected for comparison. 348

6.1. Uncertainty in DAS Channel Location 349

The result when T-Rex vibrated the ground at a location of 40 m from the array is 350

shown for six different DAS channels and differenced geophone pairs in Figure 8. For a 351

clear view of the waveforms, 0.25 s of data are shown from 1.50 – 1.75 s into the 12 s long, 352

3-80 Hz vibroseis chirp. The amplitudes of both DAS cable measurements match well to 353

the amplitudes of the spatially differenced geophone measurements. 354
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Figure 8. Temporal comparison of spatially averaged particle velocities measured with DAS on
both the NanZee and AFL cables with spatially differenced geophone measurements during in-line
shaking by T-Rex 40 m from the array performing a 12-second, 3-80 Hz chirp. Each geophone used
for differencing was close to the locations of the scattered optical pulses, but not perfect (see Figure
9). The position indicated is the point between the two differenced geophones (i.e. 75 m indicates
the data from subtracting the geophone at 74 m from the one at 76 m). The geophone data has been
corrected for instrument response and converted to units of displacement through integration. The
spatially differenced geophone measurements were then divided by the geophone spacing to produce
a value of strain.

There is a slight phase difference (i.e., time shift) between the time series for all 355

locations, as shown in Figure 8. This is consistent with the phenomena observed by Wang 356

et al. [13] and Egorov et al. [18]. This phase difference is due to the uncertainty associated 357

with the DAS measurement location relative to the geophone positions. As shown in Figure 358

9, when a DAS system is operated, the sensing fiber is interrogated at a fixed spatiotemporal 359

frequency determined by the digitizer of the DAS system. The measurement channels are 360

evenly spaced but the exact position is hard to determine. Often a ‘tap-test’ is performed 361

by tapping at a known location and examining what DAS channels respond. However, this 362

is only able to locate the measurement point with a certainty of the gauge length of the 363

DAS system (i.e., +/- one half of a gauge length). Therefore, it is expected that there will 364

be a slight shift in the measurement location between colinear DAS and geophone arrays 365

even when a tap-test is performed. The method that is developed here for aligning the DAS 366

and geophone data does not require a tap-test, though it is assumed the relative position 367

between DAS and geophones is first correctly estimated within 10 m. 368

error in DAS/geophone alignment

DAS fiber

geophone position

DAS channel

light pulse at time of backscattering

Figure 9. Schematic of the spatial uncertainty of the location of DAS channels in relation to a geophone
on the ground surface for a linear DAS array. It is not possible to perfectly locate the scattering
positions in DAS arrays so there will be error between DAS and geophone positioning.
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6.2. Correcting spatial offset between Geophones and DAS 369

A method for aligning DAS channels with spatially differenced geophone measure- 370

ments is proposed here. The method includes spatially up-sampling the DAS data using 371

Fourier method interpolation [27] so that synthetic DAS channels exist every 1 cm along 372

the array. Then, the spatially up-sampled DAS channels are compared to the geophone 373

measurements. This is done by comparing each 1 cm-spaced synthetic DAS channel in 374

the vicinity of a geophone pair with the spatially differenced time-series from that pair. 375

The time series from both DAS and geophones are normalized by their two-norm and 376

then the sum of the square error at each time sample is taken as the misfit. The minimized 377

value achieves relative alignment between the scattering locations used for DAS and the 378

geophones. The misfit is described by: 379

mx = Σn
i=1(

Di,x

∥Dx∥2
− Gi

∥G∥2
) (10)

where Dx is the time-series of DAS data at location x of length n points, G is the 380

time-series defined by a spatially differenced geophone pair, and mx is the misfit calculated 381

for that DAS time-series and geophone pair location. 382

Figure 10a shows an example of how this procedure works using the NanZee cable 383

data from the vertical T-Rex shake 40 m from the array. The magenta traces are the first 384

20 DAS traces spaced at 1.02 m which is the default trace separation of the ODH4 IU. The 385

grey variable density image behind the traces is the interpolated wavefield sampled every 386

1 cm in space. The red traces are shifted to minimize the misfit described by Equation 387

10 between the DAS and geophone measurements while being constantly spaced at 1.00 388

m. This process simultaneously corrects for the mismatch in the geophone/DAS channel 389

positions and spacing. Figures 10b and 10c show the minimization result relative to the 390

position of the first DAS trace in the array for 40 DAS traces and geophone pairs. The 391

results show that the estimated locations of the NanZee cable’s first DAS trace was offset 392

from the geophone positions by about 77 cm, while the AFL cable’s array was offset by 393

about 30 cm. The corresponding new 1.00 m spaced, interpolated DAS channels can be 394

selected to create a shifted DAS array that resolves the phase mismatch with the geophones 395

observed previously (recall Figure 8). It is important to note that the spatial interpolation 396

can only be considered valid for wavelengths larger then twice the trace separation, 2.04 m 397

in this case, based on the Nyquist-Shannon sampling theorem. 398
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first trace

interpolated trace

spacing of 1.00 m
Default ODH4 trace 

spacing of 1.02 m

example geophone positions

Figure 10. (a) Demonstration of the proposed method to align DAS arrays in space with geophones
using the NanZee cable array and data from the vertical T-Rex shake 40 m from the array. The
measured wavefield (magenta traces) is upsampled in space using Fourier interpolation to 1 cm
trace separation and shown as the grey variable density background. Each 1 cm-spaced trace is
compared to geophone-calculated strain data where the position of the discrete geophones is known.
The new 1.00 m spaced set of DAS traces that minimize the misfit between the DAS and geophone
measurements are selected (red traces) creating a DAS array where the position of each trace is
known. (b) and (c) show the minimization result for the relative position of 40 DAS traces relative
to geophone pairs for the NanZee and AFL cables, respectively. The green colors are different DAS
trace/geophone measurement comparisons shown relative to the shift of the first DAS trace in the
arrays. It is necessary to make comparisons relative to the shift of the first trace because the arrays
have different spacing (1.02 m vs. 1.00 m), which is ultimately resolved in the interpolation process.

6.3. Vibroseis Truck Shaking 399

Measurements from the 77 cm shifted NanZee cable and 30 cm shifted AFL cable 400

DAS arrays are compared with the spatially differenced geophones in Figures 11 for a 401

T-Rex vibroseis chirp. The figure shows 0.5-6 s from the time the vibration was triggered at 402

various locations along the array. The amplitude and phase measurements made by DAS 403

are consistent with the measurements made by the geophones. The DAS data measured 404

using both cables tends to have slightly higher amplitudes than the geophone records at 405

near offsets. 406
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Figure 11. Spatially shifted DAS and geophone data comparisons in units of strain during 0.5-6s
of vertical shaking by the T-Rex shaker truck at a position of 40 m from the array performing a
12-second, 3-80 Hz chirp. The DAS data has been spatially shifted from its positions in Figure 8 using
the presented Fourier interpolation procedure to match up with the geophone data (77 cm for the
NanZee cable and 30 cm for the AFL cable). The distance indicated is the point between the two
spatially differenced geophones along the array.

To gain a more comprehensive picture of the comparison, the time series are visualized 407

by their power spectra. The power spectra shown in Figure 12 are for the DAS and 408

spatially differenced geophones centered at the same locations, as shown in Figure 11 for 409

the frequency range of 3-100 Hz. The noise floor is also displayed for each. The noise 410

floor was determined by taking the power spectrum of the signals during a quiet period 411

when no shaking was happening. The DAS datasets show slightly higher signal power 412

than the geophones across the frequency band, with the DAS showing significantly larger 413

power above 45 Hz. The signal power difference at high frequencies has a clear cause and 414

is discussed later. 415
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Figure 12. Power spectra of DAS and geophone data comparisons during vertical shaking by the
T-Rex shaker truck at a position of 40 m from the array performing a 12-second, 3-80 Hz chirp. The
noise floor for each DAS cable and the geophones has been calculated from 2 s of quiet time following
the vibration.

6.4. Sledgehammer shot 416

The DAS and geophone-measured strain from a vertical sledgehammer striking the 417

ground at 10 m from the arrays is presented in Figure 13. The measurements are shown for 418

a single sledgehammer strike 0-1 s after impact. The geophone and DAS measurements 419

agree well across the entire array from the hammer strike, indicating that DAS is a viable 420

tool for not only measuring high amplitude vibroseis induced ground shaking but also the 421

less energetic and more traditionally used sledgehammer. 422
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Figure 13. Spatially shifted DAS and geophone data comparisons in units of strain during a vertical
sledgehammer strike 10 m from the array. The DAS data has been spatially shifted using the procedure
shown in Figure 10 to align with the geophone data. The distance indicated is the point between the
two spatially differenced geophones along the array.
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6.5. Remarks on signal amplitude 423

The signals measured with DAS have a statistically larger amplitude than the geo- 424

phone measurements. By examining the root-mean-square amplitude of all of the wave- 425

forms presented in this paper, the average difference in amplitude is 8.6%. The most likely 426

cause of this mismatch is the coupling difference between the geophones and DAS. The 427

geophones were coupled to the surface with spikes inserted into the surface soil. During 428

installation the soil around the spike is disturbed. This may cause less of the subsurface 429

strain to be transferred to the geophone than the DAS cable. Another possibility is the geo- 430

phone calibration. A single frequency response and amplitude correction factor provided 431

by the geophone manufacturer was used for all the geophones. This could change with use 432

of the geophones over time and vary from one geophone to another. Each geophone should 433

be individually calibrated for accurate quantification of amplitudes if numbers within 10% 434

are important. Nonetheless, there is no physical reason why the DAS measurements would 435

be too large, as the physics limits the upper bound measurements. 436

6.6. Remarks on noise in DAS measurements 437

Examining the power spectra of the DAS when recording an active source and during 438

quiet time can be a misleading representation of the system’s signal to noise ratio. There is 439

an aspect of DAS system noise that is caused by signals that change faster than the phase 440

can be measured, referred to here as demodulation error. This can be thought of as the 441

DAS version of clipping when amplitudes are too large for traditional seismographs. Even 442

though the DAS system employed a pulse rate of 100 kHz, the rate of strain change along 443

the fiber can still exceed the maximum rate of change the DAS system can capture. The 444

experimental results indicate that this strain rate was exceeded at times throughout the 445

measurements. Figure 14 shows an example that occurred 2 s into the off-end vertical 446

vibroseis sweep at a location 75 m along the DAS arrays. The DAS data from both cables 447

shows abrupt jumps, which may be the result of demodulation errors (strain rates higher 448

than the system’s maximum). The geophone data on the other hand is smooth because it 449

does not have this optical limitation. 450

Demodulation errors

Waveform roughness

Waveform roughness

Figure 14. Close-up of the demodulation error problem that causes broadband noise in the DAS
measurements at high strain-rates. The example shown is during vertical vibration when the vibroseis
was located in the off-end source-receiver geometry 40m from the beginning of the arrays. The data
shown in 75m along the arrays (115 m from the source). The time-series have been shifted for
examination.
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The abrupt jumps manifest as broadband noise in the DAS measurements only when 451

vibration is happening. In addition to the abrupt jumps, there is general waveform rough- 452

ness in the DAS data. This could be caused by imperfect coupling on the inside of the 453

fiber optic cables, or uneven deformation of the soil surrounding the cables. Therefore, the 454

DAS signal power appears to be higher than the geophones at frequencies above about 455

45 Hz in Figure 13 when it is not actually the coherent signal that is higher power. It 456

is possible to better localize the noise in time by examining spectrograms of the records. 457

Figure 15 shows spectrograms for both DAS cables and the geophone pair at 75 m into the 458

arrays (115 m from the source) during the vertical vibroseis sweep. The noise that extends 459

to high frequencies is concentrated between 2-4 seconds into the vibroseis sweep which 460

also corresponds to the time of maximum force output by the T-Rex shaker truck. The 461

spectrogram from the geophone measurements does not show this noise source. The 75 462

m location selected for Figure 15 is representative of the entire array because this noise 463

persisted at all offsets as indicated by the high frequency power previously shown in Figure 464

12, though the power of the demodulation noise diminished with the power of the signal 465

(i.e., remaining relatively constant in SNR). 466

Source-induced noise

Source-induced noise

Figure 15. Spectrograms of DAS and spatially differenced geophone time-series 75m along the arrays
(115 m from the source) during the vertical vibration. The spectrogram employs a 206-point FFT over
a Hann window with a 205-point overlap between windows. All signals were processed at 1000 Hz
sampling rate.

7. Conclusions 467

The potential for using DAS as an engineering tool for applications such as FWI 468

imaging, dynamic ground deformation measurements and soil-structure interaction studies 469

relies on understanding the both the amplitude and phase measurements made by DAS. 470

DAS deployment, quantification, channel positioning, and numerical simulation techniques 471

in this study aim to demonstrate DAS as a viable sensing tool for these types of uses. 472

A gauge length versus wavelength relationship was derived for various source-to- 473

array geometries by examining the theoretical reception patterns and using 3D finite- 474

difference simulations of wave propagation in an elastic solid. This was done for active 475

sources with vertical and horizontal polarizations. It was found that the wavelength versus 476

gauge length relationship is critical for fully capturing pointwise strain waveforms, and this 477

relationship must be understood for effective quantitative deployments where pointwise 478

strain is desired. However, it was demonstrated that strain measured with DAS is easily 479

modeled as a difference of the displacement field over the system’s gauge length, allowing 480

for forward-modeled problems to solve for the DAS measurand directly. 481
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Once the theoretical DAS response to ground deformation was developed, an experi- 482

mental comparison of measurements made by geophones and DAS using a large vibroseis 483

truck and sledgehammer strike was presented. It is shown that DAS measures ground 484

deformation quantitatively with both amplitude and phase that agree with measurements 485

made by geophones. The reception characteristics are consistent with the theory and 486

simulation results including predictable zones of zero reception and changes in the sign 487

(phase-flips) of the measured strain. 488

This study demonstrates that certain key steps need to be undertaken to ensure the 489

quality of the DAS measurements and their comparison to geophones. Those key steps 490

are: (1) aligning the DAS channels and geophones using a new method presented in this 491

paper, (2) selecting a DAS cable that provides deformation coupling to the internal optical 492

fiber, (3) coupling the cable to the ground through direct burial and compaction, and (4) 493

laser phase noise mitigation through high pass filtering the DAS measurements. After 494

these steps were taken, the DAS measurements and geophone measurements were shown 495

to be very consistent with each other in both phase and amplitude. This method was 496

demonstrated using two different suitable cables for direct buried DAS arrays. A source of 497

broadband noise, demodulation error, is discussed for its impact on the signal spectra of 498

DAS measurements, but is shown to have limited impacts on the waveform comparisons 499

between DAS and geophones. 500
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