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Abstract: The spatial distribution of elements can be regarded as a numerical field of concentration 

values with a continuous spatial coverage. An active area of research is to discover geologically 

meaningful relationships among elements from their spatial distribution. To solve this problem, we 

propose an association rule mining method based on clustered events of spatial auto-correlation 

and applied it to the polymetallic deposits of the Chahanwusu River area, Qinghai Province, China. 

The elemental data for stream sediments were first clustered into HH (high-high), LL (low-low), HL 

(high-low), and LH (low-high) groups by using local Moran’s I clustering map (LMIC). Then the 

Apriori algorithm was used to mine the association rules among different elements in these clusters. 

More than 86% of the mined rule points are located within 1000 m of faults and near known ore 

occurrences, and occur in the upper reaches of the stream and catchment areas. In addition, we 

found that the Indosinian granodiorite is enriched in sulfophile elements, e.g., Zn, Ag and Cd, and 

the Variscan granite quartz diorite (P1γδο) coexists with Cu and associated elements. Therefore, the 

proposed algorithm is an effective method for mining co-existence patterns of elements and pro-

vides an insight into their enrichment mechanisms. 

Keywords: Concentration field; Spatial auto-correlation; Association rules; Apriori algorithm; Ele-

ment co-occurrence 

 

1. Introduction 

Spatial auto-correlation analysis focuses on the similarity of attributes as well as spa-

tial similarity between one geological entity and adjacent entities. The spatial distribution 

of concentrations of elements can be regarded as a numerical field with a continues spatial 

coverage, which can be characterized by using the spatial auto-correlation among differ-

ent elements. Korobova and Romanov (2009) stressed that the nonrandom characteristics 

and spatial structure of geochemical data depend on the concentration field [1]. The anal-

ysis of the concentration field includes comparing samples to recognize anomalies and 

using the spatial correlation among elements to explain geochemical processes. Geological 

interactions between elements result in mutual influence and restriction. Therefore, it is 

necessary to consider spatial auto- and cross-correlation in geochemical studies. The con-

centrations and spatial association of different elements are usually related to parent 

lithostrata. Therefore, it is of great significance to study the distribution, enrichment, and 

relationships among different elements to understand regional magmatism and ore-form-

ing process [2]. 

Tobler (1970) proposed the first law of geography: everything is related to everything 

else, but near things are more related to distant things[3]. The measurement of spatial 
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auto-correlation includes global and local indicators. The global indicators reveal the spa-

tial pattern of the whole region and reflect the global characteristics. In contrast, local in-

dicators measure the relationship between each location and its neighbors to reveal more 

detailed local spatial patterns. Global metrics include Moran’s I [4] and Geary’s C [5]. Im-

provements in spatial theory and statistical tests have made Moran’s I and Geary’s C be-

come the most widely used global indicators [6-8]. Based on Moran’s I, Cliff and Ord 

(1981) also proposed a simple spatio-temporal auto-correlation indicator form Is-t [8]. Getis 

and Ord (1992, 1995) proposed global G statistic and local G* statistic [9,10]. Anselin (1995) 

developed local indicators of spatial association (LISA), including local Moran’s I and lo-

cal Geary’s C [11]. Boots and Okabe (2007) proposed the concept of local spatial statistical 

analysis (LoSSA) both as an integrative structure for existing methods and as a framework 

that facilitates the development of new local and global statistics [12]. Anselin (2019) ex-

tended the application of the local Geary’s C statistic to a multivariate context. According 

to the characteristics of experimental data, each local auto-correlation indicator has its ad-

vantages and disadvantages [13]. Spatial auto-correlation indicators have been used in the 

fields of environmental science, regional economy, identification of diseases and mortal-

ity, and detection of geochemical anomalies [14-18]. 

The spatial pattern of the concentration field is caused by different geological pro-

cesses [19]. The concentration field reflects the migration of elements and the spatio-tem-

poral distribution of various elements. Therefore, both the spatial characteristics of a sin-

gle element and the spatial relationship among multiple elements need to be considered. 

For a long time, the identification and evaluation of geochemical anomalies has been 

a key issue in the field of geochemical exploration [20-22]. A geochemical anomaly is the 

enrichment or dilution of elements. The enriched area often has high mineral resource 

potential [23,24]. Geologists seek to use the spatial pattern to distinguish an anomaly from 

the background. For many years, various statistical methods, such as mean ± 2 × standard 

deviations [25], probability graphs [26], univariate analysis [27], multivariate analysis 

[28,29], logistic regression [30,31], weights of evidence [32-34], fractal/multifractal models 

[35-37], and geostatistics [38,39] have been used to identify geochemical anomalies. In re-

cent years, machine learning methods have been used in geological prospecting. These 

methods include support vector machines [40,41], random forests [42,43], Bayesian net-

works [44-46], and deep autoencoder networks [47]. 

Some small ore deposits or occurrences are overlooked in actual mineral prospecting 

if the association rules among elements are not considered [19]. How to efficiently delin-

eate the metallogenic target area has become one of the main objectives of geochemical 

exploration. Nguyen et al. (2014) found that local Moran’s I could better detect the spatial 

clustering of elements in stream sediments on a small spatial scale than classical statistics, 

and local G* is suitable for detecting high clustered on a large scale [48]. Wang et al. (2015) 

used geostatistics, fractal and spatial auto-correlation methods to study the spatial char-

acteristics of geochemical data for stream sediments in southwest Fujian, and concluded 

that the spatial auto-correlation method delineates the geochemical anomaly [49]. Ji et al. 

(2017) used local Moran’s I to analyze the spatial clustering and outliers of elemental con-

centrations and extracted geochemical anomalies [50]. Yu et al. (2021) proposed a local 

correlation coefficient based on spatial neighborhoods to characterize the global distribu-

tion of elements [16]. 

The mutual influence and interaction among different elements produce a spatial 

pattern [51,52]. The effects of regional geological and geochemical processes can be in-

ferred from the spatial patterns in the concentration field. Therefore, exploring the associ-

ation rules among different elements is of great significance for understanding geological 

processes. Association rule mining is one of the branch fields of data mining. The Apriori 

algorithm can uncover Boolean association rules between itemsets and has been widely 

used in spatial data mining [53-56]. The Apriori algorithm was proposed by Agrawal et 

al. (1993), who used it to mine association rules of sales data obtained from a large retailing 

company [57]. Liu and Zhou (2019) used the Apriori algorithm to derive the anomalies of 

elements for metallogenic prediction [58]. 
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In this paper, we proposed an association rule mining method to study the cross-

correlation of concentration fields based on clustered events of spatial auto-correlation. 

This method can be used to comprehensively understand the spatial distribution of geo-

chemical concentrations and co-existing of elements. Moreover, we compared the ad-

vantages and limitations of bivariate spatial auto-correlation and association rule mining 

results, and finally explored the relationship of specific geological features with the results 

of association rule mining. 

2. Study area and data 

2.1. Geological background 

The Chahanwusu River area (98°15E'-98°45'E, 35°50'N-36°00'N) covers approxi-

mately 893 km2 in the eastern part of the East Kunlun tectonic belt in Dulan County in 

central Qinghai Province. The area is a polymetallic belt where one gold deposit, three 

copper deposits, one lead-zinc deposit two magnetite deposits, and one gem-stone deposit 

have been found [59]. Figure 1 shows the sketch geological map of the study area [43]. 

The main faults in the study area are EW, NW, and NE-trending, which constitute 

the structural framework of the area. NW-trending faults are the most developed, and 

control the distribution of strata and magmatic rocks. The sedimentary strata in the study 

area are undeveloped and dispersed. The outcropping strata from old to new are the 

Paleoproterozoic Baishahe rock Formation (Pt1b), the late Triassic Elashan Formation 

(T3e), the Neogene Guide Group (NG) and Quaternary sediments (Q). Outcrops of intru-

sive rocks are widespread in the study area, and are dominated by Variscan and Indosin-

ian intrusives. 

 

 

Figure 1. Geological map of the study area [43]. 

2.2. Geochemical data 

The datasets used in this study were geochemical analyses of 4959 stream sediment 

samples taken at a density of 5.55 points per 1 km2 by the Geological Survey Institute of 
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Qinghai Province (Figure 2). The concentrations of 15 elements (Au, Sn, Ag, As, Sb, Bi, Co, 

Cu, La, Pb, Zn, W, Mo, Nb, and Cd) were measured in each sample. The methods used to 

analyze the concentration of heavy metals include atomic emission spectrometry (AES) 

for Au, Ag, and Sn, atomic fluorescence spectrometry (AFS) for As, Sb, and Bi, atomic 

absorption spectrometry (AAS) for Cu, Pb, Zn, Co, and Ni, and polarography (POL) for 

W and Mo. 

The elemental concentrations are summarized in Table 1. The coefficient of variation 

(CV) is expressed as the ratio of the standard deviation to the mean and is an important 

parameter that reflects the homogenization of element distribution. The elements with the 

CV > 1 from largest to smallest are Bi, W, Sb, As, Ag, Sn, Au, Cu, Pb, Mo. Larger CV 

represents more inhomogeneous elemental concentrations. The higher the coefficient of 

variation, the greater the level of dispersion around the mean. 

 

Figure 2. Map of stream sediment geochemical sampling points. 

Table 1. Main statistical results of the stream sediment elements in the study area. 

Element Mean Median 
Standard 

Deviation 
Skewness Kurtosis 

Coefficient of 

Variation 

Au 1.42 1.20 1.81 25.07 793.15 1.27 

Sn 2.31 1.70 3.21 10.35 134.68 1.39 

Ag 76.31 41.00 117.35 6.77 67.02 1.54 

As 13.07 8.10 21.89 13.21 303.48 1.68 

Sb 0.82 0.47 1.45 14.56 372.59 1.88 

Bi 0.37 0.17 1.00 13.68 256.65 2.50 

Co 7.07 6.40 3.44 3.07 24.09 0.48 

Cu 16.05 12.10 20.44 15.15 330.62 1.27 

La 13.73 12.00 8.30 8.99 192.65 0.61 

Pb 17.00 12.80 21.29 13.35 314.69 1.25 

Zn 48.29 40.40 32.06 4.27 27.61 0.66 

W 2.74 1.70 5.99 18.99 528.95 2.22 

Mo 1.20 0.96 1.36 9.31 117.22 1.17 

Nb 3.93 3.30 2.26 4.53 37.90 0.59 

Cd 0.15 0.10 0.18 5.28 49.30 0.85 

Au、Ag:10-9, others:10-6. 

3. Methods 

3.1. Spatial auto-correlation 

3.1.1. Univariate spatial auto-correlation 
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Spatial auto-correlation indicates the extent to which one attribute of a feature is in-

fluenced by nearby features [60]. Spatial auto-correlation indicators are the sum of the 

cross product of a similarity matrix 𝑐𝑖𝑗  and spatial similarity matrix 𝑤𝑖𝑗 , and include 

global (Eq. 1) and local (Eq. 2) metric indicators [11]. In general form, they are written as 

𝛤𝑔 = ∑ ∑ 𝑐𝑖𝑗𝑤𝑖𝑗
𝑛
𝑗=1

𝑛
𝑖=1                                   (1) 

𝛤(𝑖) = ∑ 𝑐𝑖𝑗𝑤𝑖𝑗
𝑛
𝑗=1                                     (2) 

where 𝑛 is the total numbers of observations, 𝑐𝑖𝑗  is the self-similarity matrix, and 𝑤𝑖𝑗  is 

the spatially weighted matrix. 

Global indicators give the degree of spatial association for a single value, and local 

indicators assess the extent to which observations of similar and dissimilar values are 

clustered for each location [11]. Different measures of similarity yield different indices for 

spatial association [11]. For example, using 𝑐𝑖𝑗 = (𝑥𝑖 − �̅�)(𝑥𝑗 − �̅�) yields a Moran-like in-

dicator, setting 𝑐𝑖𝑗 = (𝑥𝑖 − 𝑥𝑗)
2
 yields a Geary-like indicator, and setting 𝑐𝑖𝑗 = 𝑥𝑖𝑥𝑗 yields 

a Getis–Ord-like indicator. The corresponding spatial auto-correlation indicators are 

global Moran’s I [4,6-8], Geary’s C [5,6,8], and Getis–Ord’s G [9], respectively. A global 

spatial auto-correlation indicator can only reflect the overall spatial trend and auto-corre-

lation of the geographical entity or phenomenon. However, local spatial auto-correlation 

indicators measure the correlation among various locations and their neighbors to reveal 

more detailed local spatial patterns. These indicators include local Moran’s I [11], Geary’s 

C [11], and Getis–Ord’s G [9]. The calculation method of univariate global and local spatial 

auto-correlation statistics is shown in Table 2. 

Table 2. Spatial auto-correlation statistics. 

Spatial auto-correlation 

statistics 
Calculation formula Remarks References 

global Moran’s I 𝐼 =  
𝑛 ∑ ∑ 𝑤𝑖𝑗(𝑥𝑖 − �̅�)(𝑥𝑗 − �̅�)𝑛

𝑗
𝑛
𝑖

(∑ ∑ 𝑤𝑖𝑗
𝑛
𝑗

𝑛
𝑖 ) ∑ (𝑥𝑖 − �̅�)2𝑛

𝑖

     

The range of 𝐼 is [- 1,1], 𝐼 < 0 indicates 

negative spatial auto-correlation,  𝐼  > 0 

indicates positive spatial auto-

correlation, 𝐼  tends to 0 indicates 

spatial random distribution. 

 

[4,6-8] 

global Geary’s C 𝐶 =  
(𝑛 − 1) ∑ ∑ 𝑤𝑖𝑗(𝑥𝑖 − 𝑥𝑗)

2𝑛
𝑗

𝑛
𝑖

(2 ∑ ∑ 𝑤𝑖𝑗
𝑚
𝑗

𝑛
𝑖 ) ∑ (𝑥𝑖 − �̅�)2𝑛

𝑖

   

The range of 𝐶 is [0,2], 𝐶 > 1 indicates 

negative spatial auto-correlation, 𝐶 < 1 

indicates positive spatial auto-

correlation, 𝐶 tends to 1 indicates 

spatial random distribution. 

 

[5,6,8] 

global Getis–Ord’s G 𝐺 =  
∑ ∑ 𝑤𝑖𝑗𝑥𝑖𝑥𝑗

𝑛
𝑗

𝑛
𝑖

∑ ∑ 𝑥𝑖𝑥𝑗
𝑛
𝑗

𝑛
𝑖

    

𝐺< mathematical expectation (ME) 

indicates low value clustered, 𝐺> ME 

indicates high value clustered, 𝐺 tends 

to ME indicates spatial random 

distribution. 

 

[9] 

local Moran’s I 

𝐼(𝑖) =
(𝑥𝑖 − �̅�)

𝑆2
∑ 𝑤𝑖𝑗(𝑥𝑗 − �̅�)

𝑛

𝑗

 

𝑆2 =
∑ (𝑥𝑖 − �̅�)2𝑛

𝑖

𝑛
   

𝑍(𝐼(𝑖)) < 0 indicates negative spatial 

auto-correlation, 𝑍(𝐼(𝑖)) > 0 indicates 

positive spatial auto-correlation, 

[9] 
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𝑍(𝐼(𝑖)) tends to 0 indicates spatial 

random distribution. 

 

local Geary’s C 

𝐶(𝑖) =
1

𝑆2 ∑ 𝑤𝑖𝑗(𝑥𝑖 − 𝑥𝑗)
2

𝑛

𝑗

 

𝑆2 =
∑ (𝑥𝑖 − �̅�)2𝑛

𝑖

𝑛
 

𝑍(𝐶(𝑖)) < 0 indicates negative spatial 

auto-correlation, 𝑍(𝐶(𝑖)) > 0 indicates 

positive spatial auto-correlation, 

𝑍(𝐶(𝑖)) tends to 0 indicates spatial 

random distribution. 

 

[11] 

local Getis–Ord’s G 𝐺(𝑖) = (∑ 𝑤𝑖𝑗𝑥𝑗

𝑛

𝑗

)/ ∑ 𝑥𝑗

𝑛

𝑗

  

𝑍(𝐺(𝑖)) < 0 indicates negative spatial 

auto-correlation, 𝑍(𝐺(𝑖)) > 0 indicates 

positive spatial auto-correlation, 

𝑍(𝐺(𝑖)) tends to 0 indicates spatial 

random distribution. 

[9] 

 𝑥𝑖  and 𝑥𝑗  is the observed value at positions 𝑖  and 𝑗 , 𝑥𝑗  is 𝑥𝑖  position’s neighbor point in a certain distance, 𝑛  is the total 

numbers of observations, �̅� is the mean value of the observations, 𝑤𝑖𝑗 is the spatial weight matrix. 𝑍(Γ) = (Γ − 𝐸(Γ))/√𝑉𝐴𝑅(Γ), Γ 

is a spatial statistic, 𝐸(Γ) is the mathematical expectation of Γ, 𝑉𝐴𝑅(Γ) is the variance of Γ. 

To take an example, given the spatial distribution of points in Figure 3a, we obtain a 

distance matrix (Figure 3b) between point pairs, then we get a spatially weighted matrix 

(Figure 3c) between point pairs according to whether their distance is less than 4 units. 

According to Figure 3, we find that the global Moran’s I value is -0.052, the p-value is 

0.057, and the local Moran’s I indicators are as listed in Table 3. 

 
Figure 3. (a) Spatial distribution of points, (b) distance matrix between point pairs, and (c) spatially weighted matrix. 

Table 3. Local Moran’s I calculation results of the example in Figure 3. 

ID X Y Value Local Moran’s I Clustered Type P-value 

P1 1 4 0.2 -0.1758203 Low-High 0.001 

P2 1 3 0.4 -0.0028961 Low-High 0.001 

P3 1 1 0.8 -0.323655 Insignificant 0.382 

P4 2 1 0.5 -0.0335362 Insignificant 0.134 

P5 3 2 0.1 -0.1007592 Low-High 0.001 

P6 4 3 0.6 0.0541114 High-High 0.001 

P7 3 4 0.4 -0.0111241 Low-High 0.001 

P8 4 5 0.3 0.2280927 Low-Low 0.001 
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3.1.2. Multivariate spatial cross-correlation 

Spatial cross-correlation indicates the extent to which the multiple attributes of a fea-

ture are cross-influenced by nearby features. The exploration of multivariate spatial cross-

correlation is a core functionality of current exploratory data analysis (EDA), knowledge 

discovery and data mining tools [61]. Anselin et al. (2002) proposed bivariate global (Eq. 

3) and local (Eq. 4) Moran’s I to quantify bivariate spatial cross-correlation [62]. They are 

calculated from 

𝐼𝑎𝑏 =  
𝑛 ∑ ∑ 𝑤𝑖𝑗(𝑎𝑖−�̅�)(𝑏𝑗−�̅�)𝑛

𝑗
𝑛
𝑖

(∑ ∑ 𝑤𝑖𝑗
𝑛
𝑗

𝑛
𝑖 ) ∑ (𝑎𝑖−�̅�)2𝑛

𝑖

                                 (3) 

𝐼𝑎𝑏(𝑖) =
𝑛(𝑎𝑖−�̅�)

∑ (𝑎𝑖−�̅�)2𝑛
𝑖

∑ 𝑤𝑖𝑗(𝑏𝑗 − �̅�)𝑛
𝑗                           (4) 

where 𝑎𝑖 and 𝑏𝑗 are the observed values of variables 𝑎 and 𝑏 at positions 𝑖 and 𝑗, 𝑛 

is the total number of observations, �̅� and �̅� are the mean values of the observations of 

variables 𝑎 and 𝑏, and 𝑤𝑖𝑗 is the spatial weighted matrix. 

Anselin (2019) proposed using the univariate local Geary’s C to measure the squared 

distance in attribute space (i.e., along a line for the univariate case) between the values at 

a geographic location and its neighboring locations, which is summarized in the form of 

a weighted sum [13]. This indicator can be readily extended to a multivariate context. For 

example, consider two variables, 𝑝 and 𝑞. The squared distance 𝑑𝑖𝑗
2  in two-dimensional 

attribute space between the values at observation 𝑖 and its geographic neighbor 𝑗 is: 

𝑑𝑖𝑗
2 = (𝑝𝑖 − 𝑝𝑗)2 + (𝑞𝑖 − 𝑞𝑗)2                         (5)  

The bivariate local Geary’s C can be defined as: 

c𝑎𝑏(𝑖) =
1

2
∑ 𝑤𝑖𝑗𝑑𝑖𝑗

2
𝑗 =

1

2
∑ 𝑤𝑖𝑗[(𝑝𝑖 − 𝑝𝑗)2 + (𝑞𝑖 − 𝑞𝑗)2]𝑗 =

1

2
[∑ 𝑤𝑖𝑗(𝑝𝑖 − 𝑝𝑗)

2
𝑗 +

∑ 𝑤𝑖𝑗(𝑞𝑖 − 𝑞𝑗)
2

] =
1

2𝑗 (𝑐𝑎(i) + 𝑐𝑏(𝑖))                                          (6) 

where 𝑝𝑖  and 𝑝𝑗 are the observed values of variable 𝑎 at positions 𝑖 and 𝑗, 𝑞𝑖 and 𝑞𝑗 

are the observed values of variable 𝑏  at positions 𝑖  and 𝑗 , and 𝑤𝑖𝑗  is the spatial 

weighted matrix. 

Following standard practice in multivariate clustering analysis, these variables have 

been standardized such that the mean of the transformed variable is zero and its variance 

is one. Moreover, the concept of a local Geary’ C is additive in the attribute dimension. 

Therefore, a multivariate local Geary’s C can be defined as: 

ctotal(i)=∑  cv(i)k
v=1 /k                          (7) 

where k represents k-dimensional attribute space, and cv(i) represents the univariate 

local Geary’s C of variable 𝑣. 

3.2. Association rule mining and Apriori algorithm 

Association rule mining is used to reveal the association among items in a dataset. 

We assume that  D = {𝑡1, 𝑡2, … , 𝑡𝑁}  is the event dataset, t𝑘 = {𝑖1, 𝑖2, … , 𝑖𝐾}  represents an 

event corresponding to a geochemical sample, and 𝑖𝑘 represents an item belonging to an 

aggregated event t𝑘. Itemset I = {𝑖1, 𝑖2, … , 𝑖𝑀} is a specific item combination,  which con-

tains 𝑀 different items. For a subset X in I, if X ⊆ t𝑘, then the event t𝑘 contains X. The 

goal of association rule mining is to find an implicit form of X ⇒ Y, where X ⊆ I, Y ⊆ I, 

and X ∩ Y = ∅. If the rule X ⇒ Y exists, there are two key coefficients, the support degree 

S and confidence C. The support degree S(X ⇒ Y) = P(X ∪ Y) represents the probability of 

co-occurrence of itemsets X and Y. The confidence  C(X ⇒ Y) = P(Y|X) = P(X ∪ Y)/P(X) 

represents conditional probability of occurrence of itemset Y given that itemset X has oc-

curred. The itemsets which satisfy the minimum threshold (Smin) of support degree are so-

called frequent itemsets, and those which satisfy both Smin and a minimum threshold of 

confidence (Cmin) are strong association rules. 
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The Apriori algorithm [57] can be decomposed into two main steps. The basic intui-

tion is that any subset of a frequent itemset must be frequent. The first step is to generate 

frequent itemsets, as shown in Figure 4. The second step is to extract strong association 

rules based on frequent itemsets, as shown in Figure 5. The Apriori algorithm generates 

the candidate itemsets to be counted in a pass by using only the frequent itemsets in the 

previous pass. To improve the efficiency of frequent itemset extraction, the method uti-

lizes a pruning strategy in order to compress the search space, that is, all non-empty sub-

sets of frequent item-sets must also be frequent, and all parent sets of nonfrequent item-

sets are nonfrequent. 

 

Figure 4. Algorithm for generating frequent itemsets. 

 

 

Figure 5. Algorithm for extracting strong association rules based on frequent itemsets. 

4. Results and discussion 

4.1. Spatial auto-correlation of elements 

4.1.1. Univariate spatial auto-correlation of individual elements 

We calculated the spatial auto-correlation and cross-correlation indicators of each el-

ement using open-source software packages Geoda (http://geodacenter.github.io) and 

spdep (https://github.com/r-spatial/spdep). Then, we applied the Z-score to test the sig-

nificance of spatial auto-correlation and cross-correlation statistics. Because the global 

Moran’s I can be tested by normal or permutation tests [8], and the Z-score was calculated 

by Monte Carlo simulation by randomly sampling 999 permutations. The global Moran’s 

I, global Geary’s C, and global Getis–Ord’s G for 15 elements passed the statistical signif-

icance test and are consistent with each other (Table 4). The global Moran’s I and Geary’s 

C are both suitable for characterizing the overall spatial pattern of an element, however, 

the global Getis–Ord’s G only indicates whether an element’s concentration exhibits a 

positive correlation (LL clustered or HH clustered) or is randomly distributed. It can’t be 

used to ascertain a negative correlation or compare the correlation between elements. 

Table 4. Univariate global spatial auto-correlation indicators for 15 elements in the study area. 

Variable Global Moran’s I Global Geary’s C Global Getis–Ord’s G 
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I P-value C P-value G P-value E(G) 

log10(Au) 0.059 <2.2e-16 0.949 <2.2e-16 0.009 <2.2e-16 5.1e-09 

log10(Sn) 0.439 <2.2e-16 0.563 <2.2e-16 0.014 <2.2e-16 6.7e-09 

log10(Ag) 0.430 <2.2e-16 0.570 <2.2e-16 0.013 <2.2e-16 9.0e-09 

log10(As) 0.451 <2.2e-16 0.551 <2.2e-16 0.012 <2.2e-16 1.1e-08 

log10(Sb) 0.608 <2.2e-16 0.394 <2.2e-16 0.014 <2.2e-16 1.3e-08 

log10(Bi) 0.438 <2.2e-16 0.564 <2.2e-16 0.019 <2.2e-16 5.2e-08 

log10(Co) 0.423 <2.2e-16 0.578 <2.2e-16 0.009 <2.2e-16 5.8e-10 

log10(Cu) 0.468 <2.2e-16 0.535 <2.2e-16 0.012 <2.2e-16 5.3e-09 

log10(La) 0.259 <2.2e-16 0.740 <2.2e-16 0.009 <2.2e-16 9.1e-10 

log10(Pb) 0.500 <2.2e-16 0.500 <2.2e-16 0.011 <2.2e-16 5.1e-09 

log10(Zn) 0.530 <2.2e-16 0.468 <2.2e-16 0.010 <2.2e-16 1.1e-09 

log10(W) 0.365 <2.2e-16 0.638 <2.2e-16 0.015 <2.2e-16 2.4e-08 

log10(Mo) 0.430 <2.2e-16 0.572 <2.2e-16 0.012 <2.2e-16 4.0e-09 

log10(Nb) 0.181 <2.2e-16 0.817 <2.2e-16 0.009 <2.2e-16 8.2e-10 

log10(Cd) 0.459 <2.2e-16 0.539 <2.2e-16 0.012 <2.2e-16 4.0e-09 

P-value < 0.05 means that the indicator passes the statistical significance test. 

 

The global Getis–Ord’s G shows that all the 15 elements have a positive correlation 

in the study area. The global Moran’s I and Geary’s C show that Au is randomly distrib-

uted, and the other 14 elements are positively correlated. The elements ordered from high 

to low correlation are Sb, Zn, Pb, Cu, Cd, As, Sn, Bi, Ag, Mo, Co, W, La and Nb (Table 4). 

Except for Au, the global Moran’s I and Geary’s C are consistent with Getis–Ord’s G. Ac-

cording to the geological survey report, an Au deposit was found in the study area [59]. 

However, because of the low concentrations of Au in most sampling points of the study 

area, it would be easy to overlook the local clustering in the global spatial auto-correlation 

analysis. 

We calculated the local Moran’s I of major elements in the study area and visualized 

the results via a Voronoi diagram (Figure 6). Anselin (1995) proposed a local indicator of 

spatial association (LISA) statistic that satisfies the following two requirements: a. the 

LISA for each observation gives an indication of the extent of significant spatial clustering 

of similar values around that observation; b. the sum of LISAs for all observations is pro-

portional to a global indicator of spatial association [11]. By calculating the local Moran’s 

I 𝐼(𝑖) in each quadrant, this divides the concentrations of elements into 5 categories: in-

significant or high-high (HH), low-low (LL), low-high (LH), or high-low (HL) clustering 

[11]. A local Moran’s I clustering map (LMIC) represents different types of association 

between the value at a given location and its spatial lag, i.e., the weighted average of the 

values in the surrounding locations. The LISA significance map is shown in Figure 7, in 

which we set P=0.05. The local Moran’s I clustering map is shown in Figure 8. These results 

are consistent with the Moran’s I clustering results, which show that the HH and LL clus-

tering in LMIC can reflect the spatial pattern of elements’ concentrations with a certain 

statistical significance. In addition, maps of local Moran’s I have natural transitions from 

strong to weak, which capture the local details and are consistent with the distributions 

of elements in nature. 

Moreover, we also calculated indicators of the local Geary’s C and the local Getis–

Ord’s G of all the elements in the study area. The HH and LL clustered values of the local 

Moran’s I and the local Geary’s C are similar; however, the local Getis–Ord’s G covers a 

broader space, especially Sb, As, Cu and Co. Compared with local Geary’s C and local 

Getis–Ord’s G, we can identify points with HH, LL, LH, and HL clustering with a precise 
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meaning for each category from the local Moran’s I. Therefore, we chose the LMIC results 

to mine the association rules of various elements. 

 
Figure 6. Voronoi diagrams of local Moran’s I indicators for major elements: (a) Ag, (b) As, (c) Sb, (d) Bi, (e) Co, (f) Cu, (g) La, (h) Zn, 

and (i) Cd. 
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Figure 7. The LISA significance map of local Moran’s I indicators for major elements: (a) Ag, (b) As, (c) Sb, (d) Bi, (e) Co, (f) Cu, (g) La, 

(h) Zn, and (i)Cd. 
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Figure 8. Clustering map of local Moran’s I indicators for major elements: (a) Ag, (b) As, (c) Sb, (d) Bi, (e) Co, (f) Cu, (g) La, (h) Zn, and 

(i) Cd. 

4.1.2. Bivariate spatial cross-correlation between two elements 
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The bivariate global Moran’s I for 15 elements in the study area are shown in Table 

5, and all the calculated results passed the statistical significance test. The diagonal ele-

ments in Table 5 are consistent with the univariate global Moran’s I. The elements with 

strong positive correlations include Pb and Cd, Pb and Zn, Cu and Bi, and Zn and Cd, and 

those with negative correlations include La and Co, and La and Cu (Tables 6 and 7). 

Table 5. Bivariate global Moran’s I for 15 elements in the study area. 

Element/ 

log10() 
 

Au Sn Ag As Sb Bi Co Cu La Pb Zn W Mo Nb Cd 

Au 0.06  0.03  0.03  0.03  0.03  0.01  -0.03  0.00  0.01  0.02  -0.02  0.01  -0.02  -0.01  0.02  

Sn 0.03  0.44  0.28  0.27  0.20  0.30  0.15  0.29  -0.03  0.29  0.15  0.19  0.08  -0.03  0.30  

Ag 0.03  0.28  0.43  0.31  0.26  0.25  0.15  0.26  0.01  0.36  0.30  0.22  0.14  0.02  0.34  

As 0.03  0.27  0.31  0.45  0.35  0.22  0.19  0.22  -0.02  0.34  0.26  0.16  0.09  0.02  0.33  

Sb 0.03  0.20  0.26  0.35  0.61  0.15  0.11  0.10  0.04  0.32  0.26  0.12  -0.01  0.00  0.30  

Bi 0.01  0.30  0.25  0.22  0.15  0.44  0.18  0.36  -0.06  0.28  0.21  0.27  0.23  0.03  0.24  

Co -0.03  0.15  0.15  0.19  0.11  0.18  0.42  0.31  -0.15  0.20  0.22  0.15  0.15  0.01  0.16  

Cu 0.00  0.29  0.26  0.22  0.10  0.36  0.31  0.47  -0.13  0.26  0.22  0.29  0.27  0.04  0.23  

La 0.01  -0.03  0.01  -0.02  0.04  -0.06  -0.15  -0.13  0.26  0.06  0.06  -0.02  -0.01  0.07  0.04  

Pb 0.02  0.29  0.36  0.34  0.32  0.28  0.20  0.26  0.06  0.50  0.42  0.23  0.16  0.05  0.43  

Zn -0.02  0.15  0.30  0.26  0.26  0.21  0.22  0.22  0.06  0.42  0.53  0.22  0.21  0.22  0.36  

W 0.01  0.19  0.22  0.16  0.12  0.27  0.15  0.29  -0.02  0.23  0.22  0.37  0.32  0.07  0.19  

Mo -0.02  0.08  0.14  0.09  -0.01  0.23  0.15  0.27  -0.01  0.16  0.21  0.32  0.43  0.10  0.11  

Nb -0.01  -0.03  0.02  0.02  0.00  0.03  0.01  0.04  0.07  0.05  0.22  0.07  0.10  0.18  0.03  

Cd 0.02  0.30  0.34  0.33  0.30  0.24  0.16  0.23  0.04  0.43  0.36  0.19  0.11  0.03  0.46  

 

Table 6. Bivariate global Moran’s I for elements with positive correlations. 

𝑰𝒂𝒃 Positive correlation 

𝐼𝑎𝑏  = 0.43 Pb-Cd 

𝐼𝑎𝑏  = 0.42 Pb-Zn 

𝐼𝑎𝑏  = 0.36 Ag-Pb、Cu-Bi、Zn-Cd 

𝐼𝑎𝑏  = 0.35 As-Sb 

𝐼𝑎𝑏  = 0.34 Ag-Cd、Pb-As 

𝐼𝑎𝑏  = 0.33 As-Cd 

𝐼𝑎𝑏  = 0.32 Pb-Sb、Mo-W 

𝐼𝑎𝑏  = 0.31 Ag-As、Cu-Co 

𝐼𝑎𝑏  = 0.30 Sn-Bi、Sn-Cd、Ag-Zn、Sb-Cd 

 

 

 

 

 

 

 

Table 7. Bivariate global Moran’s I for elements with negative correlations. 
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𝑰𝒂𝒃 Negative correlation 

𝐼𝑎𝑏  = -0.13 La-Co 

𝐼𝑎𝑏  = -0.15 La-Cu 

 

 

The clustering map of bivariate local Moran’s I divides the sampling points into 5 

categories, i.e., insignificant, high-high (HH), low-low (LL), low-high (LH), and high-low 

(HL) clustered. However, their meanings are different from categories in a univariate clus-

tering map. In the clustering map of bivariate local Moran’s I, 𝐼𝑎𝑏(𝑖) indicates the spatial 

pattern of the related element 𝑏 around the main element 𝑎. From this, we plotted 𝐼CuCo, 

 𝐼CoCu, 𝐼CuBi and 𝐼AsSb, as shown in Figure 9. In the 𝐼CuCo and  𝐼CoCu, the sampling points 

with high-high (HH) and low-low (LL) clustering are consistent with the univariate 𝐼Cu 

and 𝐼Co. Therefore, 𝐼CuCo and  𝐼CoCu show that the spatial distributions of Cu and Co in 

the study area are similar and positively cross-correlated. Due to the differences in the 

spatial distribution of Cu and Co, there are some differences in 𝐼CuCo and  𝐼CoCu after ex-

changing the main variable and related variable. The high-high (HH) clustering in 𝐼CuBi 

and  𝐼AsSb also has obvious regionality. The map for 𝐼LaCu and 𝐼LaCo is shown in Figure 

10. There are apparent areas of low-high (LH) and high-low (HL) clustering in Figure 10, 

which indicate a negative cross-correlation of the two elements. Therefore, the bivariate 

local Moran’s I effectively reveals whether two elements have a spatial cross-correlation. 
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Figure 9. Clustering map of bivariate local Moran’s I with mainly positive cross-correlation: (a) 

𝐼CuCo, (b)  𝐼CoCu, (c) 𝐼CuBi, and (d) 𝐼AsSb. 
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Figure 10. Clustering map of bivariate local Moran’s I with mainly negative cross-correlation: (a) 

𝐼LaCu and (b) 𝐼LaCo. 

4.2. Association rules among multiple elements 

4.2.1. Association rule mining 

The 4959 geochemical sampling points were each taken as an event in the Apriori 

algorithm. Then we reorganized the geochemical concentration data into the original da-

taset D for association rule mining according to clustering by local univariate Moran’s I, 

as shown in Table 8. Table 9 shows the statistics for the LMIC analysis. Some items fre-

quently appear in events, while some items are very sparse. If the support threshold in 

the Apriori algorithm is set too small, the efficiency of the mining algorithm is low, and a 

large number of meaningless rules may be extracted. If the support threshold is set too 

large, the efficiency of the mining algorithm is high, but it may filter out some sparse 

items. For this study, we took the support threshold Smin = 0.05 and confidence threshold 

Cmin = 0.7. 

Table 8. Original example dataset for association rule mining. 

𝒕𝒌 

(Point) 

𝒊𝟏 

(Au) 

𝒊𝟐 

(Sn) 

𝒊𝟑 

(Ag) 

𝒊𝟒 

(As) 

𝒊𝟓 

(Sb) 

𝒊𝟔 

(Bi) 

𝒊𝟕 

(Co) 

𝒊𝟖 

(Cu) 

𝒊𝟗 

(La) 

𝒊𝟏𝟎 

(Pb) 

𝒊𝟏𝟏 

(Zn) 

𝒊𝟏𝟐 

(W) 

𝒊𝟏𝟑 

（Mo） 

𝒊𝟏𝟒 

（Nb） 

𝒊𝟏𝟓 

(Cd) 

1 HL   HH HH    HH HH HH HH HH HH HH 

2   LL  HH  HH  HL       

3  HH   LH HH LH     HH    

4 HH HH   HH   HH  LH     HH 

5  LL LL LL  LL LL LL HH LL     LL 

6  LL LL LL LL LL  LL  LL LL LL LL  LL 

… … … … … … … … … … … … … … … … 

4959  HH HH HH HH HH HH HH LH HH HH HH HH  HH 
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Table 9. Counts of items in local Moran’s I clustering (LMIC) of elements. 

Element Insignificant High-high Low-low Low-high High-low 

Au 4023 113 466 163 194 

Sn 2584 300 1786 190 99 

Ag 1706 560 2286 336 71 

As 1931 521 2137 259 111 

Sb 1192 867 2509 305 86 

Bi 2352 351 1973 194 89 

Co 1810 981 1613 327 228 

Cu 2036 570 2044 169 140 

La 2025 659 1529 417 329 

Pb 3740 65 796 315 43 

Zn 1662 793 2049 200 255 

W 2442 332 1874 193 118 

Mo 2289 414 1952 128 176 

Nb 2749 478 1132 329 271 

Cd 2054 556 1927 303 119 

 

We used the Apriori algorithm to mine out dozens of association rules, of which 15 

rules were selected for interpretation (Table 10). The supports for Au and Pb in the Apriori 

algorithm are smaller than the threshold, so no relevant association rules were mined. 

Meanwhile, the relevance of these association rules was judged according to the coexist-

ence of elements and the geological environment in the study area. 

Table 10. Mined association rules among elements. 

ID Association rules Support degree Confidence 

a {As (HH)} ⇒ {Sb (HH)} 0.076 0.73  

b {Cd (HH)} ⇒ {Zn (HH)} 0.090 0.81 

c {W (HH)} ⇒ {Cu (HH)} 0.051 0.76  

d {Cu (HH)} ⇒ {Co (HH)} 0.089 0.77 

e {Bi (HH)} ⇒ {Cu (HH)} 0.059 0.83 

f {Mo (HH)} ⇒ {Sb (LL)} 0.065 0.77 

g {Zn (HH), Ag (HH)} ⇒ {Cd (HH)} 0.058 0.81 

h {Cd (HH), Ag (HH)} ⇒ {Zn (HH)} 0.058 0.92 

i {Cd (HH), As (HH)} ⇒ {Zn (HH)} 0.053 0.93 

j {As (HH), Zn (HH)} ⇒ {Cd (HH)} 0.053 0.82 

k {Zn (HH), Sb (HH)} ⇒ {Cd (HH)} 0.055 0.71 

l {Cd (HH), Sb (HH)} ⇒ {Zn (HH)} 0.055 0.93 

m {Zn (HH), As (HH)} ⇒ {Sb (HH)} 0.052 0.82 

n {Cu (HH), La (LL)} ⇒ {Co (HH)} 0.052 0.76 

o {Co (HH), Sb (LL)} ⇒ {La (LL)} 0.056 0.73 

HH (high-high clustered), LL (low-low clustered). 

 

4.2.2. Comparison with bivariate spatial cross-correlation 
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The affinity of elements is the ability of elements to preferentially coexist with each 

other. The most abundant anions in the crustal system are oxygen (O) and sulfur (S), and 

the most abundant element that can exist as a natural metal is iron (Fe). Therefore, accord-

ing to the geochemical affinities, the 15 elements are divided into the following three cat-

egories: (1) siderophile elements, i.e., Au; (2) sulfophile elements, i.e., Sn, Ag, As, Sb, Bi, 

Cu, Co, Pb, Zn, and Cd; and (3) oxyphile elements, i.e., Mo, Nb, W, and La. 

The mining of association rules shows that there are positive correlations among all 

sulfophile elements with HH clustering, that is, {As (HH)} ⇒ {Sb (HH)}, {Cd (HH)} ⇒ {Zn 

(HH)}, {Cu (HH)} ⇒ {Co (HH)}, {Bi (HH)} ⇒ {Cu (HH)}, {Zn (HH), Ag (HH)} ⇒ {Cd (HH)}, 

{Cd (HH), Ag (HH)} ⇒ {Zn (HH)}, {Cd (HH), As (HH)} ⇒ {Zn (HH)}, {As (HH), Zn (HH)} 

⇒ {Cd (HH)}, {Zn (HH), Sb (HH)} ⇒ {Cd (HH)}, {Cd (HH), Sb (HH)} ⇒ {Zn (HH)}, and {Zn 

(HH), As (HH)} ⇒ {Sb (HH)}. In rules {Mo (HH)} ⇒ {Sb (LL)}, {Cu (HH), La (LL)} ⇒ {Co 

(HH)}, and {Co (HH), Sb (LL)} ⇒ {La (LL)}, there are positive correlations between sul-

fophile elements with HH clustering and oxyphile elements with LL clustering.  

We next compared the bivariate spatial cross-correlations and association rules for 

Cu and Co (Figure 11), and As and Sb (Figure 12). The distributions of 𝐼CuCo HH cluster-

ing and 𝐼AsSb HH clustering are spatially similar to the association rules {Cu (HH)} ⇒ {Co 

(HH)} and {As (HH)} ⇒ {Sb (HH)}, respectively; however, 𝐼CuCo HH clustering and 𝐼AsSb 

HH clustering cover wider areas. In addition, 𝐼CuCo and 𝐼AsSb reveal not only high HH 

clustering but also LL, LH, and HL clustering, which shows the simultaneous relationship 

between two elements, but does not scale efficiently to massive data sets. In contrast, as-

sociation rule mining is suitable for revealing the association among items in a large geo-

chemical dataset. 
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Figure 11. (a) Association rule mining result {Cu (HH)} ⇒ {Co (HH)} and (b) bivariate spatial cross-

correlation indicator 𝐼CuCo of Cu and Co. 

 

Figure 12. (a) Association rule mining result {As (HH)} ⇒ {Sb (HH)} and (b) bivariate spatial cross-

correlation indicator 𝐼AsSb of As and Sb. 

4.2.3. Controls of geological features 

Due to the influence of multiple stages of tectonic and magmatic activities, the fault 

structures in the study area are relatively well developed. We calculated the Euclidean 

distance field for the faults in the study area (see Figure 13). Then, the 15 mined association 

rules were overlaid with the fault distance field (Figure 14). We found that more than 86% 

of the mined rule points are located within 1000 m distance of the fault, especially {Cu 

(HH)} ⇒ {Co (HH)} (Figure 15) and {Zn (HH), Sb (HH)} ⇒ {Cd (HH)} (Figure 16). The rule 

{Cu (HH)} ⇒ {Co (HH)} is most predominant near the faults in the northwest and south-

east parts of the study area, and three known copper ore occurrences are also near the 

faults. The rule {Zn (HH), Sb (HH)} ⇒ {Cd (HH)} is most strongly associated with the 

faults in the southeast part of the study area, and a known lead-zinc ore occurrence is near 

the faults. That is, the fault structure has an obvious control effect on clustering of the 

elements. In addition, we extracted streams and catchments area to analyze whether ele-

ment co-occurrence is related to stream transport. As shown in Figures 17 and 18, most 

{Cu (HH)} ⇒ {Co (HH)} and {Zn (HH), Sb (HH)} ⇒ {Cd (HH)} events are distributed in the 

upper reaches of the streams and catchment areas, so the impact of stream transport on 

element association rule mining is weak in the study area. 
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Figure 13. Euclidean distance field of faults.

 

Figure 14. Numbers of mined rule points that are close to faults. 

 

Figure 15. Rule {Cu (HH)} ⇒ {Co (HH)} points within 500 m and 1000 m of faults. 
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Figure 16. Rule {Zn (HH), Sb (HH)} ⇒ {Cd (HH)} points within 500 m and 1000 m of faults. 

 

 

Figure 17. Rule {Cu (HH)} ⇒ {Co (HH)} points overlayed with streams and catchments area. 

 

 

Figure 18. Rule {Zn (HH), Sb (HH)} ⇒ {Cd (HH)} points overlayed with streams and catchments 

area. 
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The mineralogical composition of lithological strata impacts the coexistence of ele-

ments. We overlaid the mined association rules with the geological map and counted the 

points and density of each rule in the main lithostrata (Figure 19). A greater density and 

number of points of association rules occur in the lower Proterozoic Baishahe Formation 

(Pt1b) and the Variscan granodiorite (P1γδ), especially {As (HH)} ⇒ {Sb (HH)}. The 

Baishahe Formation (Pt1b) is the basement rock series in the study area. Due to the influ-

ence of multiple orogenic events and frequent magmatic activity, the lower Proterozoic 

Baishahe Formation (Pt1b) and various intrusive rocks show good metallogenic conditions 

and prospects in the study area. Figure 20 shows that rule {As (HH)} ⇒ {Sb (HH)} occurs 

not only in Pt1b, but also in the contact zones between intrusive rocks of different ages and 

Pt1b.  

 

Figure 19. Total number of points and density of each mined rule, e.g., (a) {As (HH)} ⇒ {Sb (HH)}, (b) {Cd (HH)} ⇒ {Zn (HH)}, (c) 

{W (HH)} ⇒ {Cu (HH)}, (d) {Cu (HH)} ⇒ {Co (HH)}, (e) {Bi (HH)} ⇒ {Cu (HH)}, (f) {Mo (HH)} ⇒ {Sb (LL)}, (g) {Zn (HH), Ag (HH)} 
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⇒ {Cd (HH)}, (h) {Cd (HH), Ag (HH)} ⇒ {Zn (HH)}, (i) {Cd (HH), As (HH)} ⇒ {Zn (HH)}, (j) {As (HH), Zn (HH)} ⇒ {Cd (HH)}, (k) 

{Zn (HH), Sb (HH)} ⇒ {Cd (HH)}, (l) {Cd (HH), Sb (HH)} ⇒ {Zn (HH)}, (m) {Zn (HH), As (HH)} ⇒ {Sb (HH)}, (n) {Cu (HH), La (LL)} 

⇒ {Co (HH)}, and (o) {Co (HH), Sb (LL)} ⇒ {La (LL)}, in the main litho-strata. 

 

Figure 20. Rule {As (HH)} ⇒ {Sb (HH)} overlayed with the main litho-strata. 

According to the geological survey data, the enrichment of Cu, Pb, Zn, Ag, Bi, and 

other elements in the lower Proterozoic Baishahe Formation (Pt1b) provides the main ore-

forming materials in the study area. The locations of rules {As (HH)} ⇒ {Sb (HH)}, {Zn 

(HH), Ag (HH)} ⇒ {Cd (HH)} and {Cu (HH)} ⇒ {Co (HH)} are related to Pt1b, as shown in 

Figure 20, 21 and 22. The association rules of sulfophile elements, e.g., {As (HH)} ⇒ {Sb 

(HH)}, {Cd (HH)} ⇒ {Zn (HH)}, {Zn (HH), Ag (HH)} ⇒ {Cd (HH)}, {Cd (HH), Ag (HH)} ⇒ 

{Zn (HH)}, {Cd (HH), As (HH)} ⇒ {Zn (HH)}, {Cd (HH), As (HH)} ⇒ {Zn (HH)}, {Zn (HH), 

Sb (HH)} ⇒ {Cd (HH)}, {Cd (HH), Sb (HH)} ⇒ {Zn (HH)}, and {Zn (HH), As (HH)} ⇒ {Sb 

(HH)}, are mainly distributed in the lower Proterozoic Baishahe Formation (Pt1b), the up-

per Triassic Elashan Formation (T3e), and the Indosinian granodiorite(T2γδ). Indosinian 

magmatism resulted in the intrusion of the middle Triassic Kekesai Sequence granite and 

the late Triassic Zamari Sequence granite, which provided conditions for enrichment of 

many sulfophile elements in the study area, especially represented by the rule {Zn (HH), 

Ag (HH)} ⇒ {Cd (HH)} (Figure 21). Therefore, the Indosinian magmatism provided a heat 

and material source to enrich elements, and is an important geological unit for aggregat-

ing sulfophile elements. Cu mineralization often occurs in the contact between the Var-

iscan magmatic rocks and surrounding rocks such as the Baishahe Formation (Pt1b), form-

ing the Keregou East copper occurrence and the Hariza copper deposit. The rules of {W 

(HH)} ⇒ {Cu (HH)}, {Cu (HH)} ⇒ {Co (HH)}, {Bi (HH)} ⇒ {Cu (HH)}, {Cu (HH), La (LL)} 

⇒ {Co (HH)}, {Co (HH), Sb (LL)} ⇒ {La (LL)} related to Cu HH and Co HH clustering also 

have high density in the Variscan granite quartz diorite (P1γδο), especially {Cu (HH)} ⇒ 

{Co (HH)} (Figure 22). Therefore, we may infer that a co-existing relationship between Cu 

and other elements developed in the Variscan granite quartz diorite. 
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Figure 21. Rule {Zn (HH), Ag (HH)} ⇒ {Cd (HH)} overlayed with the main litho-strata. 

 

Figure 22. Rule {Cu (HH)} ⇒ {Co (HH)} overlayed with the main litho-strata. 

5. Conclusions 

The case study of association rule mining in the Chahanwusu River area yields the 

following conclusions. 

(1) According to the global auto-correlation indicators, Au shows a random distribu-

tion in the study area, and other 14 elements have positive correlations ranked from large 

to small are Sb, Zn, Pb, Cu, Cd, As, Sn, Bi, Ag, Mo, Co, W, La, and Nb. Compared with 

local Geary’s C and local Getis–Ord’s G, local Moran’s I can identify points of HH, LL, LH 

and HL clustering with a precise meaning for each category, which makes it a better local 

auto-correlation indicator for association rule mining. 

(2) Based on the univariate LMIC results, the proposed method successfully mined 

15 association rules among various elements in the study area. Bivariate spatial cross-

correlation can also detect distribution pattern details of pair elements co-occurrence 

compared with association rule mining method. However, it cannot be used to efficiently 

explore massive geochemical datasets. In contrast, association rule mining can reveal the 

association among items in a large geochemical dataset. 

(3) Overlying the mining results of association rules on the faults, ore occurrences 

and catchment areas, we found that more than 86% of the mined rule points are located 

within 1000 m of faults and near known ore occurrences, and the impact of stream 

transport on element co-occurrences is weak. Greater densities and numbers of points of 

association rules were found in the lower Proterozoic Baishahe Formation (Pt1b) and the 
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Variscan granodiorite (P1γδ). Therefore, the association rules are closely related to specific 

geological features. 

The association rules mined in this paper are mainly high-value element co-occur-

rence. Where these combinations appear, higher concentration of the element is more 

likely, which can improve the prediction of unknown ore deposits or occurrences. How-

ever, the mining efficiency of low-value element co-occurrence is low and the local dilu-

tion of elements in the study area cannot be effectively detected. In the future, we will 

build an element association rule database to find combinations of anomalies for known 

metallogenic elements and to map the probability of unknown mineralization in the study 

area.  
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