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Abstract: To validate the accuracy and reliability of onboard sensors for object detection and locali-

zation in driver assistance, as well as autonomous driving applications under realistic conditions 

(indoors and outdoors), a novel tracking system is presented. This tracking system is developed to 

determine the position and orientation of a slow-moving vehicle (e.g. car during parking maneu-

vers), independent of the onboard sensors, during test maneuvers within a reference environment. 

One requirement is a 6 degree of freedom (DoF) pose with a position uncertainty below 5 mm (3σ), 

an orientation uncertainty below 0.3° (3σ) at a frequency higher than 20 Hz, and a latency smaller 

than 500 ms. To compare the results from the reference system with the vehicle’s onboard system, a 

synchronization via Precision Time Protocol (PTP) and a system interoperability to Robot Operating 

System (ROS) is implemented. The developed system combines motion capture cameras mounted 

in a 360° panorama view set-up on the vehicle with robotic total stations. A point cloud of the test 

site serves as a digital twin of the environment, in which the movement of the vehicle is simulated. 

Results have shown that the fused measurements of these sensors complement each other, so that 

the accuracy requirements for the 6 DoF pose can be met, while allowing a flexible installation in 

different environments. 

Keywords: Motion capture camera, robotic total station, autonomous vehicle, 6 DoF pose estima-

tion, accuracy 

 

1. Introduction 

Autonomous driving algorithms use different integrated sensors (camera, lidar, ra-

dar, …) whose outputs are fused to provide information for controlling the vehicle. For 

the safe release of such autonomous vehicles, these sensors must fulfill strict requirements 

in terms of spatial and detection accuracy. Environmental conditions like weather effects, 

external light sources and other traffic participants can influence the sensors' performance, 

potentially impacting behavior in real traffic situations. Therefore, any argument for the 

release of an autonomous vehicle must be based on data that reflect the conditions in real 

traffic. 

Methods that can be used to achieve sufficient testing of the sensors under the re-

quired conditions are statistical analyses of drives in real traffic, as well as scenario-based 

simulations. These approaches cover most requirements and can be used for release argu-

ments, but they can also be very costly and favor scenarios that occur frequently during 

regular traffic. 

A special set of scenarios that autonomous driving vehicles must handle involve 

near-range scenarios such as maneuvering in and out of parking spots. These situations 

usually only occur a few times per drive and at low speeds, but they require a higher 

accuracy of localization and object detection, compared to flowing traffic. While an auton-

omous vehicle can keep a safe distance of more than a meter from any traffic participant 

at any time in regular traffic, a tight parking spot might require maneuvering with only 

20 cm of space or less on either side of the vehicle.  
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A novel, independent measuring system is necessary in order to provide proof that 

the autonomous vehicle's sensors fulfill the necessary requirements in terms of accuracy 

and reliability in such near-range scenarios of accuracy and reliability in realistic near-

range scenarios. Due to the mostly static environment and low driving speeds while park-

ing indoors and outdoors, typical references such as global navigation satellite system 

(GNSS) devices on target vehicles and onboard inertial measurement units (IMU) can only 

be used to a limited extent due to missing satellites reception in indoor scenarios (GNSS) 

and drift behavior of the IMU. Instead, a novel combination of external sensors to track 

the precise position and orientation of the vehicle under test in a local reference system, 

was developed in this research. 

The integration of this tracking system into the existing onboard sensor environment 

of the vehicle leads to additional requirements. This includes the establishment of a link 

between the reference frames as well as the communication between the components. The 

accuracy requirements are specified to be one order of magnitude higher than the tested 

system at a similar message frequency.  

 

Despite the large range of systems for determining positions or poses, there is no 

standard system that meets all the requirements modeled in this publication. The require-

ment of a 6 degree of freedom (DoF) pose with a position uncertainty below 5 mm (3σ), 

orientation uncertainty below 0.3° (3σ), at a frequency higher than 20 Hz and a latency 

smaller than 500 ms, could be achieved by known methods in industrial metrology. How-

ever, the system still needs to work outside of laboratory conditions, which means varying 

meteorological and illumination conditions as well as a measuring range, which is re-

quested to be of up to 100 m. This section provides an overview of the measurement sys-

tems considered. 

Robotic total stations or multi stations determine the coordinates of a target (e.g. 

prism) by measuring horizontal and vertical angles and distances. Thanks to automated 

target aiming, it is possible to automate the tracking and measuring of a 360° prism 

mounted on a vehicle. A Leica MultiStation MS60 has a specified accuracy for angle meas-

urements of 1” (0.3 mgon) and distance measurements of 1mm (+ 1.5 ppm) [1]. Neverthe-

less, the structure of the 360° prism introduces additional systematic deviations depend-

ent on its orientation. [2] show that for a GRZ122 prism, cyclic errors of more than 1mm 

can be detected, along with larger deviations for specific prism orientations. The limiting 

factor of the maximum achievable measurement rate of 20 Hz is the performance of the 

electronic distance measurement (EDM), as described by [3]. 

Using the Leica GeoCOM communication interface allows for the integration of the 

MS60 in a sensor network and the control of the instrument from an external program. 

However, this interface does not have a native synchronization option based on standard-

ized network-based synchronization protocols. Investigations from [4,5] regarding total 

stations show that the synchronization quality gains more significance for the spatio-tem-

poral accuracy, the faster the movement of a tracked prism.  

In order to estimate the 6 DoF-pose, it is necessary to have simultaneous measure-

ments of three prisms on a vehicle. Assuming possible measurement deviations of 4.3 mm, 

5.0 mm and 2.9 mm in longitudinal and lateral respective vertical directions, the required 

baseline length to meet the orientation accuracy can be calculated using a variance prop-

agation with partial derivatives of tan−1 (
𝑥2−𝑥1

𝑦2−𝑦1
).The resulting baseline length of a mini-

mum of 3.8m is not feasible for automotive applications. By using a Laser Tracker instead 

of a total station, the accuracy could be increased significantly. The Leica absolute tracker 

AT960 for example has a specified measurement performance well below 1 mm [6]. With 

the help of a built-in camera it is possible to determine the 6 DoF pose of a specific probe 

(T-Mac). Yet, Laser Trackers - typically used in manufacturing - are dependent on stable 

environmental conditions (vibration, air temperature, air pressure) and have a limited 

measuring range, usually less than 50 m. In addition, a cable connection between the Laser 

Tracker and T-Mac is required in most cases and the automated target recognition is not 

reliable in sunlight. These constraints make this instrument unusable for the task at hand. 
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Radar-based systems use microwaves with wavelengths between 1 mm and 1 cm. A 

distance measurement with radar can be determined over the time of flight. Radar sys-

tems known for navigational purposes do not achieve the high accuracy requirements set 

for this paper [7]. To carry out high-precision surveying work– typically for monitoring 

of rockslides or dams - changes in distance are perceived with interferometry. The static 

setup of radars does not allow an object to be tracked in a partly obstructed environment, 

and is more useful for surveying an area, not a single moving target. So-called laser-radar 

systems [8] are used in industrial metrology for surface inspection. However, they are not 

able to track an object and are thus not suitable for our task. 

The iGPS (indoor GPS) technology from 7D Kinematic Metrology (earlier Nikon Me-

trology) is a local positioning system consisting of several stationary infrared transmitters 

that emit two inclined beams in a rotating motion. From the time differences of the de-

tected light signals on a sensor, it is possible to calculate the azimuth and the elevation to 

the transmitter. By measuring the directions to multiple transmitters, it is feasible to cal-

culate a position. In the accuracy assessment of [9], a tracking of velocities up to 3 m/s with 

deviations up to 1.3 mm can be achieved. The time offset must be considered for spatio-

temporal applications, which varies with the speed of the sensor. The systems latency is 

around 300 ms [10], and the measurements are not accessible for real-time streaming. 

Motion capture Systems estimate the position of retroreflective markers using a ste-

reo setting of active cameras surveying the measurement volume at high frequencies e.g. 

up to 420Hz for a Vicon Vantage V5. The cameras are sensitive to specific wavelengths 

that either come from retroreflective markers reflecting illuminations from the cameras, 

or from active luminescent markers. Such motion capture systems are mainly used for 

movement analysis in movie productions, sports, medical and robotic applications [11]. 

The positioning performance study of [12] investigates a system with eight Vicon 

T40S cameras monitoring a rotating arm from distances of < 5 m. His results show high 

accuracies with errors that range in terms of sub-millimeters. This application can be prob-

lematic due to the high number of cameras required for bigger measurement volumes, as 

well as possible disturbing signals that are caused by sunlight reflections on surfaces. 

Light Detection and Ranging (LiDAR) sensors scan the surrounding area at high fre-

quencies and create continuously updated 3D point clouds. With simultaneous localiza-

tion and mapping (SLAM) methods, a self-localization of the vehicle can be performed. 

Specifications from LiDAR manufacturers indicate measurement accuracies from 2 cm 

and up [13]. Various studies from [14–17] show that with this technique, it is possible to 

reach root mean square error (RMSE) in the range of decimeters for position measure-

ments, and RMSE of 0.1° for heading measurement. The results primarily depend on the 

precision and density of the available 3D data. The computationally intensive algorithms 

make it hard to implement this technique for real-time applications with high accuracy 

requirements. In addition, this technology is identical to one of the vehicle sensors that 

are being tested, which would hinder an independent assessment. 

An inertial measurement unit (IMU) with built-in accelerometers and gyroscopes 

measures the linear accelerations and rotation rates. To derive changes in position, double 

integration over time is necessary. This measurement principle returns data at high rates 

from 100 Hz up to kHz [18,19], but leads to significant drifts. Therefore, an IMU could 

complement other measurement systems with high frequent measurements but needs 

correction values for controlling the drifts.  

2. Materials and Methods 

The proposed tracking system consists of a novel combination of motion capture 

cameras (Vicon Vantage V5) and robotic MultiStations (Leica MS60).  

Instead of the classical motion capture setting – monitoring the motions of marker-

tagged objects from multiple angles with static cameras – the principle is inverted and the 

cameras are placed in a panoramic view on the moving object (Figure 1), to detect static 

markers distributed over the area. 
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Figure 1. Camera rig with 8 Vicon Vantage V5 cameras and one 360° prism. 

The accuracy of the pose estimation using this panoramic setup is strongly depend-

ent on the distribution and number of markers. With a Vicon Vantage V5 camera, a 1-pixel 

shift at a 20 m distance of the marker results in a deviation of 8 mm respective of 0.023° in 

the measured orientation of the camera. With the measurement of a minimum of 3 mark-

ers, the 6 DoF pose can be determined. By measuring more markers, the overdetermina-

tion allows for an adjustment and outliers can be detected. 

The setup of these sensors brings the following advantages to the system: 

The motion capture cameras come with integrated pre-processed frames and reveal 

the image coordinates of detected markers at a stable frame rate of up to 420 Hz in Stand-

ard Mode [20]. Their well-defined shutter time and ability to simultaneously trigger mul-

tiple cameras through a master camera enables an accurate synchronization [21]. In-

stalling the cameras onto a mountable rig on top of the car allows the system to be used 

on different vehicles. The number of cameras used is not dependent on the size of the test 

site and the energy for the cameras is supplied by the car. 

The cheap and light retroreflective markers at the test site can be easily installed on 

existing infrastructure such as pillars and walls, without any additional construction. Ex-

panding or enhancing a potential test area is fast, and the markers are resistant to envi-

ronmental influences over longer periods of time. 

Total stations provide reliable position information by tracking the position of a 360° 

prism on the camera rig during the initialization phase and the maneuvers. Measuring 

with multiple total stations simultaneously can reduce any systematic errors and allow to 

monitor more complex scenes with partially obstructed areas. 

In addition, the robotic total stations can be used during the setup phase to create a 

reference frame, measure the coordinates of the retroreflective markers, and acquire posi-

tions of additional objects and point clouds. They can also be used to perform the extrinsic 

calibration between the cameras, the prism and the reference points on the car. 

2.1 Physical Setup 

The system can be divided into stationary components and those placed on the moving car (Figure 

2, Figure 3 used in the tracking system. 

). 
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Figure 2. Setup of the tracking system at the test site, consisting of one MS60 (on a tripod in the 

front) and a camera rig on the roof of the car. 

  

Figure 3. Drawing of the components used in the tracking system. 

A (local) world-fixed coordinate frame is established in a first step, along with meas-

urements of the retroreflective markers. The retroreflective markers can automatically be 

measured by the Leica MS60 ATRplus, up to a range of 15 m – 25 m depending on the 

lighting conditions. To calculate the correct distances, a new prism type must be defined 

in the total station with an absolute constant of 19.0 mm. To improve accuracy and relia-

bility, the markers are measured additionally from a second total station setup. 

In order to exchange messages with the network on the car, the battery powered 

MS60 are connected via TCP/IP to a USB port on a Raspberry Pi 3b+, that is then connected 

via an Ethernet cable to a switch with a WLAN access point. 

All system components placed on the car (except the computers) are attached to a rig 

(Figure 1). This includes a bolt for mounting the 360° prism, the complementing WLAN 

access point, and a switch that gets its power from the car and supplies the motion capture 

cameras with Power over Ethernet (PoE).With eight Vicon Vantage 5 cameras, it is possi-

ble to achieve a coverage of 95% of the horizon at a distance of 5 m from the car. 
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This rig forms a coordinate system whose origin is the optical center of the prism, 

while the definition of a main camera determines the orientation. All cameras (inde-

pendently and intrinsically calibrated beforehand) as well as the prism are calibrated to 

each other, so that the system can determine the pose of the rig in relation to the world-

fixed coordinate system.  

By measuring reference points on the car, a static transformation from the rig to the 

car-fixed coordinate system is established.  

The connection to the vehicle's autonomous system is established over the PoE switch 

and Ethernet cables, along with the computers needed for controlling the cameras and 

processing the data. 

 

2.2 Logical Setup 

A Precision Time Protocol (PTP) grandmaster clock provided by the car’s system 

serves as basis for the synchronization. The results section describes the procedures that 

implement an accurate timestamp of the measurements to the actual sensor recording 

time, as well as an analysis of the obtained accuracy. 

The communication between the components is done via ROS nodes, and the master 

is provided by the car's system. 

ROS nodes can be used to subscribe and publish topics, as well as process the data. 

All of the published messages include timestamps and receiving a message from a sub-

scribed topic can be used as a callback to trigger functions. Another method that is used 

are loops which are triggered at a pre-defined rate (or slower if the calculations take 

longer). In addition, the package tf2 [22] is used to keep track of the different coordinate 

frames as well as their transformations to each other, which provides buffered infor-

mation up to 10 seconds into the past. Figure 4. shows the information flow that is now 

explained in detail. 

 

 

Figure 4. The core elements of the logical implementation. Each box represents one ROS-node. The 

measurements are in red, and the blue dash-dotted arrows are pose messages that are needed as 

initial values. 

A script running on Raspberry Pi triggers the coordinate measurements of the prism 

at approximately 22 Hz, using the MS60 via the Leica GeoCOM interface. Measurement 

data is then transmitted back to the Raspberry Pi via the same interface. Based on the 

measured prism position provided by a total station, other total stations in the network 

are actively aimed towards the prism’s position to enable a fast and automatic lock when 

the prism enters their field of view. 

The measurements – coordinates and radii of the markers – provided by the cameras 

are read out from the Vicon Datastream SDK and are then published as messages into a 

ROS topic at a rate of 80 Hz.  
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On system startup, the MS60s deliver the prism's position information. With a man-

ually estimated heading the orientation of the rig is initialized by visually aligning the 

superimposed projected markers to the camera images. After the initialization, the mark-

ers are tracked in the image space by each camera simultaneously. The markers that were 

previously matched are then explored within a predefined search window. For any unde-

tected or unmatched point, a new match is searched for in the image space - using the last 

published pose for the projection. 

For scenarios with obstructed views, areas of visibility are assigned to the markers so 

that they are only used for matching if they are visible at the moment, to avoid any wrong 

assignments.  

With all the matches of all the cameras, a least square estimation for the pose is cal-

culated based on the following formula 

𝐾𝐶𝑖

−1 ∗  𝑥 = [𝑅𝑏
𝐶𝑖 ∗ 𝑅𝑤

𝑏  | − 𝑅𝑏
𝐶𝑖 ∗ 𝑅𝑤

𝑏 ∗ (𝑟𝑤,𝑏
𝑤 + 𝑅𝑤

𝑏𝑇
∗ 𝑟𝑏,𝐶𝑖

𝑏 )] ∗ 𝑋 (1) 

X, x  coordinates in 3D/2D 

K camera matrix 

R  rotation matrices –start system (bottom) to target system (top)  

r calibrated vector between two points  

w=world b=base link, Ci= i-th camera  

 

This algorithm uses iterations that converge to the optimal solution, which depends 

on approximate initial values. These iterations form the bottleneck for near-real-time pro-

cessing. Therefore, only every second timeframe from the marker tracker is used for the 

pose estimation (= 40 Hz), and the maximum number of iterations is set to three, irrespec-

tive of whether the convergence threshold is met. Markers with residuals above a preset 

threshold are declared as outliers, and their matching confidence values are reduced for 

the following estimations. 

Two independent Kalman filters are used to achieve more robust position and orien-

tation determinations. Both are set to run at a rate of 25 Hz. The Kalman filter for the po-

sition fuses the measurements from multiple MS60s and, optionally, from the calculated 

Vicon pose (dashed line Figure 4). In contrast, for the orientation, the only source of meas-

urement is the pose estimation. For the orientation, the Kalman filter helps detect wrongly 

estimated poses and overcomes short periods of missing pose estimations.  

The components of both Kalman filters are combined into the final pose, which can, 

in turn, be used as an approximate pose for all other nodes.  

Errors introduced by the latency of pose messages are reduced by extrapolating from 

the short-term pose history to the current timestamp. 

2.3 Visualization and Post-processing 

The ROS topics can be recorded into rosbags for post-processing purposes such as 

replaying recordings, reprocessing the data, or doing additional evaluations such as dis-

tance measurement comparisons between the optical tracking system and the sensors on 

the vehicle. Monitoring the system status while recording is also possible using a real-

time visualization in RViz, which shows the car's movements ( 

Figure 5) and status messages concerning the different subsystems. 
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Figure 5. Visualization of the point cloud, which represents the static digital twin of the test scene 

and the moving digital twin of the car.  

3. Results 

3.1. Requirements Coverage 

The implemented system along with the combination of Leica MS60 MultiStations 

and Vicon motion capture cameras allows us to achieve all the requirements needed for 

the industrial application as shown in Table 1.  

Table 1. List of requirements. 

Requirement Target 
Achieved  

overall 

Achieved by 

MS60 

Achieved by  

Vicon 
Requirement 

Frequency >20 Hz 25 Hz 20 Hz 40 Hz Frequency 

Latency 500 ms 200 ms 50-60 ms 40 ms Latency 

Positional error 5 mm (3σ) 5 mm 5 mm 5-30 mm Positional error 

Orientational  

error 
0.3° (3σ) 0.03° - 0.003-0.3° 

Orientational  

error 

In addition to these numerical requirements, a synchronization using PTP and full control 

of the system from within the test vehicle is achieved. 

3.2. Synchronization 

A good synchronization of all the sensors creates a basis for accurate spatio-temporal 

data. The required accuracy of the synchronization depends on the maximal velocity of 

the object and the targeted position accuracy as shown in Table 2. 

Table 2. Relations between velocity, synchronization and accuracy. 

Velocity 
Targeted position 

accuracy @ 1σ 

Requirement of 

maximal synchroni-

zation offset 

1 m/s 1mm 1 ms 

1 m/s 5 mm 5 ms 

5 m/s 5 mm 1 ms 
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The internal synchronization of the car is established via a grandmaster clock that com-

municates over PTP. The same grandmaster clock is used for synchronizing the optical 

tracking system computers in software stamping mode. The following sections describe 

the additional procedures needed to synchronize the sensors’ time systems to PTP.  

The motion capture data streamed from the Datastream SDK show a latency of 

around 40 ms. For the camera synchronization, the UDP trigger signals sent from the main 

camera are used to connect the frame numbers of the motion capture System to the PTP 

timestamp. An additional offset dependent on the frame rate is applied, in order to con-

sider the offset between the UDP trigger signal and the actual shutter opening time. With 

the frame rate of 80 Hz, it corresponds to 11.5 ms. 

 

For the MS60, the PTP synchronization over WLAN between the RaspberryPi slave 

(using the PTP implementation ptpd2) and the grandmaster clock is investigated. Over a 

period of multiple hours, the analysis shows a mean offset from the master clock of 

0.01 ms with a 3σ standard deviation of 1 ms (Figure 6). 

 

Figure 6. Time offsets of a slave to its master over WLAN. 

The link between the timestamps as delivered by the MS60s’ measurements to the 

PTP time is established through the estimation of a clock model with a scale and offset:  

𝑡𝑃𝑇𝑃 = 𝑡𝑀𝑆 ∗ 𝑚 + 𝑡0 + 𝑡𝑐 (2) 

𝑡𝑃𝑇𝑃 ROS-time 

𝑡𝑀𝑆 MS60-time 

𝑚 time scale 

𝑡0  offset  

𝑡𝑐 constant offset for numerical reasons 

 

To query the MS60 sensor time, a dedicated GeoCOM command that takes approxi-

mately 10 ms between request and receiving – typical values for other requests have a 

duration above 40 ms – delivers the observations for calculating the time offset of the 

MS60. Assumingly, the returned time is taken from the middle third of the entire 

timespan, so an unknown offset of 3.3 ms remains. 

At startup, the clock model is initialized with 180 samples of the sensor time. During 

the tracking of the prism, a new sample is taken every three seconds that is weighted 

dependent on the time span between sending and receiving. Every 30 seconds, the param-

eters m and t0 are newly estimated. Investigations show that these sparse updates are more 

than sufficient, and even after 10 minutes without an update, no significant drift of the 

clock model appears. 
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The reliability of the continuous synchronization is controlled by measuring inde-

pendent samples every five seconds and comparing their deviations to the clock model. 

The results of two hours of measurements show a mean shift of -0.03 and a 3σ standard 

deviation of 1.02 ms. 

In summary, the synchronization of the MS60 has an empirically determined stand-

ard deviation (3σ) of 1 ms due to the WLAN usage and 1.02 ms due to a random scatter. 

Due to the unknown measuring time an unknown offset - estimated to be in the range of 

3.3 ms – remains. 

3.3. Position Accuracy MS60 

Measurements from two MS60 onto one moving prism are used to quantify the ve-

locity-dependent influence of the synchronization and the automatic target recognition 

(ATRplus) on the coordinate accuracy. Other potential error sources were reduced by po-

sitioning the MS60 close to each other – resulting in a minimal influence of the orientation 

of the 360° prism – and using the same fixpoints for the resection. The measured trajecto-

ries were smooth movements over an area of 15x50m, with measuring distances up to 50 

m tracked at a rate of 20 Hz. 

Table 3 shows the comparison between the two trajectories, where for each measure-

ment of one MS60, the corresponding coordinates of the second trajectory are determined 

via a linear interpolation over time. 

These results are influenced by the errors occurring on both MS60 and show the ex-

pected results of increased differences for higher velocities. For these higher velocities, 

some of the deviations are caused by the linear interpolation of a curved trajectory. 

Table 3. Coordinate differences dependent on the velocity. 

Velocity  

 Mean of coordi-

nate differences in 

mm  

 Standard deviation 

of single measure in 

mm  

 Maximal 

difference in 

mm  

 samples  

0 m/s – 1m/s 2.0 0.4 4.5 2281 

1 m/s – 2m/s 4.2 3.9 22.2 1782 

2 m/s – 3m/s 7.2 5.5 44.7 2062 

3 m/s – 4m/s 8.9 7.7 55.4 781 

4 m/s – 5m/s 8.8 7.4 64.1 620 

These results show that the tracking functionality of MS60 only meets the requirements at 

slower speeds - as they appear in the proposed application area with near-range maneu-

vers - and that the standard deviation of the differences is very small compared to the 

mean value. 

3.4. Comparison of Position Accuracy of Subsystems 

The measured position of the system’s reference point located at the prism center can 

be determined independently by multiple MS60 and from the 6DoF pose estimation from 

the motion capture System. A comparison of these positions can be used to check single 

measurements and to detect continuous offsets caused by erroneous setups or calibra-

tions.  

Figure 7 shows a seven second excerpt of a maneuver performed in the laboratory on 

a moving table. In Figure 8, a more detailed view of the same maneuver in the encircled 

region is shown. It indicates a small spike from the motion capture pose estimation that 

can be cleaned up in a post-processing step, as well as a dynamic offset between the two 

MS60 that can be explained through cyclic deviations introduced by the 360° prism. 
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Figure 7. Measurements of a circular rotation.  

 

Figure 8. Detailed view of the encircled region in Figure 7.  

3.5. Orientation Accuracy Motion Capture System 

The resulting orientations of the pose estimations are checked with a laser tracker 

AT401 that has a 3D point accuracy in the range of +/- 15 µm + 6 µm. 

For these checks, the system is set up in five different poses within a laboratory en-

vironment with 20 – 25 retroreflective markers in the motion capture camera’s field of 

view. Three points on the rig that form the basis of a coordinate system are measured by 

the laser tracker ( 

Figure 9) to determine the orientation of the pose independently.  

 

Figure 9. Reference points for the laser tracker measurements. 

As listed in Table 4, the resulting standard deviation of these static measurements 

shows a clear achievement of the requirements under these optimal conditions. 

Table 4. Resulting standard deviations around the axes. 
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 roll in deg 
 pitch in 

deg 

 yaw in 

deg 

Standard 

deviation 

(1σ) 

0.0215  0.0255  0.0133  

The smaller standard deviations around the z-axis can be explained through the configu-

ration of the cameras distributed in a panoramic view around that axis, whereas the reli-

ability around the other axes is less strongly controlled. 

4. Discussion 

The proposed optical tracking system provides an integrated workflow to prepare a 

digital twin of the test scene. It also uses geodetic total stations and the motion capture 

System to determine a highly accurate 6DoF pose estimation as a reference for the valida-

tion of an autonomous driving vehicle in near-range scenarios. The system can cover a 

test-drive distance up to 100 m, which is sufficient for most parking scenarios and envi-

ronments. 

To achieve the given requirements, every step must be performed at the highest level 

of accuracy. This includes establishing an accurate and stable fixpoint network, the distri-

bution and measurement of the retroreflective markers, the relative calibration of all sen-

sors, as well as the synchronization of all sensors. 

By using the optical tracking system, a vehicle’s sensory and algorithmic output can 

be evaluated in real-time during the execution of near-range maneuvers. This is achieved 

by visualizing the algorithmic output and the car's reference pose on the onboard display 

unit, or on any laptop connected to the vehicle. In addition, the data can be recorded in 

rosbag files for later in-depth investigation and validation of the autonomous vehicle.  

To further improve the optical tracking system, the following options could be con-

sidered:  

• An improvement of the MS60s’ measurements could be achieved through enhanced 

synchronization. However, this would require changes to the MS60s’ firmware or 

even the hardware.  

• As suggested by [23], an application of corrections mitigating the systematic cyclic 

deviations of the 360° prism can be pursued, since the alignment of the prism towards 

the MS60 is always known. 

• In addition, supporting the orientation determination through the integration of an 

IMU into the existing system could make the marker detection a more robust assign-

ment. 
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