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Description of SI  

 

This supporting information consists of four parts. In the first part, some extra figures are presented 
that contain computational output. (appendix I). 

 

In the second part (appendix II) a detailed description of the procedures is given in which the keywords 
used in ADF are exemplified and highlighted. 

 

In Appendix III a table of the ADF keywords is given. 

 

In Appendix IV some practical aspect of the computational studies are presented. 

 

Due to formatting issues we first repeat part of the references of the main manuscript: 

.1 .2 .3, 4, 5, .6 .7 .8.9 .10 .11.12 13 .2,7,8,14,15 16 ,16,17,18,19 .20 ,21,22 .23 .24.25 .26,27.28,29 .30  
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Appendix I:  

Additional graphs 

Triplet CT graphs 

 

  

Figure S1. The conformational dependence of the charge transfer character. The descriptors are calculated as function of the 
dihedral angle at the optimized triplet charge transfer state (T2) in different solvents. Note that this state does not play a role 
in the photo-physics of PyrDMA. The quantities are calculated with the TZP basis and the CAMY-B3LYP function. The fragment 
approach is used. 

 

 

The electronic coupling for hole, electron transfer and charge recombination (1-2 and 2-1).  

 

 

Figure S2. The electronic coupling for electron and hole transfer. Furthermore, we have the electronic coupling for charge 
recombination from Pyrene to DMA (1-2) and DMA to Pyrene (2-1). The couplings show similar behaviour. The quantities are 
computed at the S2 geometry which was optimized with PBE/TZP. The electronic couplings are calculated with the TZP basis 
and the CAM-B3LYP function. 
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Potential energy scans are made of the optimized geometries and the sum of the total bonding 

energies and excitation energies were plotted as a function of dihedral angle. It has to noted that this 

is related to the excitation energies at the S1 geometry. The graphs in Figure S3 show that the minimum 

at around 70˚ is a true minimum and not a saddle point. Furthermore, they indicate that in the 

energetics of the sequence of excited states that play a role in the photo-physics no strong deviations 

are found that indicate a large change of geometry in the excited state. It has to be noted that the 

energy differences between the states do not correlate to spectroscopic energies. For this, just the 

excitation energies are more suitable. It is also clear that around 00, 1800 and 3600 the energy of the 

system is so high that these conformations do not play a role in the photo-physics of PyrDMA. 
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fff  

Figure S3. The total state energy (TBE + Eexc) curves for different geometries as a function of the dihedral angle. On the left we 
have the entire region from 00 to 3600. On the right we zoom into the regime 500 to 1000. Geometries are calculated with PBE 
and TZP. The quantities are calculated with the TZP basis and the CAMY-B3LYP functional. 

An increase in all curves is observed at approximately 00 and 1800 and 3600 This increase is explained 

by a coplanar orientation of pyrene and dimethylaniline, where atoms from both fragments start 

approaching each other. In a more practical regime between 500 and 1000, the curve changes relatively 

fast compared to the thermal energy. The energies of the ground state and excited states change ⁓ 8-

10	𝑘#𝑇 in this range, which suggests that at room temperature the conformations are constrained to 

one geometry.  
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Appendix II 

In this section, we describe the computational steps with their detailed background and keywords 
in ADF. 

Geometry Optimizations  

The first step in the study of the SOCT-ISC mechanism is to perform geometry optimizations. Geometry 

optimizations need to be performed for the ground-state (GS or S0), singlet (Sn), and triplet (Tn) excited 

states. Both DFT, TD-DFT, and DFTB calculations are required for the calculations. First, the geometries 

that can be calculated with DFT will be discussed as well as the keywords that are of importance. 

Secondly, the TD-DFT calculations will be discussed and lastly, the TDFT calculations that are needed 

for the Huang-Rhys factors are discussed.  

 DFT calculations can not only be performed for the S0, but also for the T1-state as it is the 

lowest triplet manifold and can therefore be optimized as if it was a normal ground-state but with 

triplet spin multiplicity.31 Other than the multiplicity, the input will be the same. General keywords will 

not be discussed, but there are some keywords more specific for these calculations.32 Solvation effects 

should be included with the keyword COSMO. Since calculations on the SOC will be performed, the 

relativistic scalar ZORA needs to be included. These geometry optimizations are performed in the 

unrestricted mode which allows changing the SpinPolarization to 2.0 (triplet multiplicity). This 

calculation should be combined with the noncollinear approximation, in which the spin-polarization 

can have a different direction in every point of space. In a noncollinear approximation, the symmetry 

should be changed to NOSYM. PES point characterizations (PESPointCharacter Yes) can be included in 

the calculation to validate the geometry, but should be turned off in later calculations.33  

 For TD-DFT calculations, more specific keywords need to be included. Thus,  geometry 

optimizations can be performed of higher Sn and Tn states. First, the type of excitations should be 

selected: for singlet-singlet excitations, this corresponds to the ONLYSING keyword.32 To perform an 

excited state geometry optimization, the EXCITEDGO block should be included. Within this block, the 

excitation for which the gradient is to be evaluated, should be included: both the symmetry label and 

the n-th state of interest. Also, Singlet should be included if a singlet-singlet excitation is desired, and 

Triplet if a singlet-triplet excitation is of interest.  

 As (TD)-DFT calculations take up a lot of computer power, a faster and cheaper method can 

sometimes be a good alternative, although caution should be taken. DFTB calculations look very similar 

to DFT calculations except the engine should be changed from ADF to DFTB. Furthermore, a model and 

parameter directory should be selected based on literature aligning with the system of interest. More 

information on when DFTB is used, and with which keywords, can be found in the section about CRT.  



7 
 

Initial Charge Separation 

In this part, different parameters that can be calculated with ADF will be discussed to give more insight 

into the mechanism and in particular into CS that needs to be optimal for efficient SOCT-ISC.  

There are different theoretical approaches for studying intramolecular electron transfer of 

which the Marcus theory gets the most attention.34 In his theories, Marcus distinguishes two types of 

reactions: adiabatic and diabetic electron transfer processes. The energetic plots in diabatic electron 

transfer can be described as shown in equation S1.22  
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ℏ and 𝑘#  represent the Planck and Boltzmann constants, respectively. 𝛥𝐺 is the Gibbs free energy 

change between reactants and products in equilibrium. The energy that is needed to distort the 

product state to adapt to the geometry of the reactant state is represented by the reorganization 

energy, 𝜆. The magnitude of 𝑉3& indicates the coupling strength between the initial and final state and 

is called the electronic coupling matrix element.  

The electronic coupling is the same as the effective or generalized charge transfer integral 

(𝐽DEE ).35  The charge transfer integral corresponding to the electronic coupling between the local 

excited (LE) state and the CT-state can be calculated with the quantum chemical program ADF.35,36,37 

For calculating the charge transfer integrals, a fragment approach is used. The fragment approach 

makes use of MOs on the individual fragmental molecules as a basis set of the calculations on a system 

containing two or more fragmental molecules. For example, the donor and acceptor of an organic dyad 

(LE state geometry) are split and form two fragments. The two fragments are first computed 

separately, followed by a computation that calculates the interaction between the two fragments. The 

TRANSFERINTEGRAL keyword should naturally be included, otherwise, it will not be determined. The 

charge transfer integrals, site energies, and overlap integrals between the two fragment orbitals are 

calculated. The charge transfer integrals can simply be found in the output. The integrals are by default 

only calculated for the HOMO and LUMO of the fragments. However if needed, the matrix element 

and overlap integrals of all fragment orbitals can be included with the print statement FMATSFO.32,15  

Another parameter from the Marcus theory that can be calculated is the reorganization energy 

(𝜆). The reorganization energy consists of an external (𝜆DFG) and internal (𝜆HIG) component.38 The 𝜆DFG  

can be studied in the classical way as proposed by Marcus.39 The focus is on calculating 𝜆HIG , which 

measures the change in energy that is needed to rearrange the nuclei of the dyad upon charge 

separation from a neutral to a charged state. The reorganization energy for the electron donor (𝜆J) 
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and the electron acceptor (λL) of the molecules can be calculated, in a quantum chemical fashion, 

based on the four-point method developed by Nelsen, following equation S2, S3 and S4.38,40 

 

𝜆HIG = 𝜆J + 𝜆N      (S2) 

𝜆N =
+
(
[(𝐸QR − 𝐸RR) + (𝐸RQ − 𝐸QQ)]     (S3) 

𝜆J =
+
(
[(𝐸Q< − 𝐸<<) + (𝐸<Q − 𝐸QQ)]     (S4)  

 

 

For charge separation this can be clarified by (superscript is charge plus unpaired electron): 
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The EQ<  (EQR) represents the energy of the cation (anion) at the optimized geometry of the neutral 

molecule.53 In the same manner, the other terms can be explained: E<< (ERR) represents the energy of 

the cation (anion) calculated at the optimized geometry of the cation (anion); E<Q  (ERQ ) represents the 

energy of the neutral molecule calculated at the optimized geometry of the cationic (anionic) state; EQQ 

represents the energy of the neutral molecules at the optimized geometry of the ground state.  

The described energy states are, for clarity, shown in Figure S4. The neutral state of the cation and 

anion is the locally excited state S2, which is the excited state S1 of pyrene. 

 
Figure S4. PES of the LE and 1CT states. With x being + or -. 
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As just explained, the reorganization energy can be determined by calculating all the different energies 

with the use of TD-DFT. For this, four geometry optimizations need to be performed for the neutral 

fragments and the anionic, and cationic fragments. Thereafter, four single point calculations need to 

be done. For example, take the geometry of the cationic donor fragment and perform the single point 

calculation as if it was the neutral donor fragment. In ADF, this can be done by taking the optimized 

geometry of the cationic fragment and changing the charge from 1 to 0 and setting the spin 

polarization to 0 as well.32 To change the spin polarization, the calculations should be unrestricted. This 

can be repeated to gain the needed energies on the PES, which correspond to the energies of equations 

S3 and S4.  

The last parameter that is needed for the Marcus equation is the Gibbs energy (𝛥𝐺). The Gibbs 

energy can be regarded as the energy difference between the minima of the excited state potential 

energy surfaces (PESs).37,38 The entropic and zero-point energy contributions are neglected as it is 

assumed that their contributions are small compared to the energy difference (𝛥𝐸). The Gibbs energy 

can be calculated by taking the difference in energy of the two states of interest. The excitation 

energies can be taken to calculate the Gibbs energy as the excitation energies can be optimized with a 

functional that can better describe charge transfer states (see Considerations & Limitations).37 The 

excitation energies can be calculated very similarly to the geometry optimizations, but the EXCITEDGO 

block is not included. 

In the output, charge transfer descriptors are provided of two methods. One of the methods 

is the charge-transfer diagnostic overlap LAMBDA (Λ) developed by Peach, Tozer et al.41 They studied 

the correlation between the excitation energy error and the spatial overlap between the occupied and 

virtual orbitals that are involved. Small Λ and large errors can be associated with each other and vice 

versa, however, this is dependent on the functional used and vanishes with hybrid and range-

separated hybrids. The vanishing of this relation can be used to determine the reliability of a certain 

excitation energy. Λ is a value between 0 and 1, where a small value corresponds with a long-range 

excitation and a large value with a short-range excitation. A high value for Λ means a high overlap, 

which indicates that in the excitation the occupied and virtual orbitals can be expected in similar parts 

of space. Local excitations with small CS can be assigned to these high Λ values. Also visible in the 

output is 𝑅k%  or Δr, the average distance between the electron-hole separation upon electronic 

excitation and is related to the nature of the excitation: a large distance can be found for CT excitations 

and a short distance for valence excitations. The other method for charge transfer descriptors is based 

on that of Plasser, Lischka, et al.23 The charge transfer descriptor 𝐶𝑇N&  gives insight into the charge-

transfer character. The final and initial orbitals should be on different fragments. The value for the CT 
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character has a value between 0 and 1, where 0 is an excited state which can be seen as a locally 

excited state with no CS, and 1 of a state which is totally charge separated.  

 

 

Charge Recombination to The Ground-state 

After CS, CR can occur and the most obvious one is the spin-allowed CR from the charge transfer state 

to the ground state. CRS or CRT are largely dependent on each other because the decay of one 

influences the photophysical pathway of the other.13 When CRS is efficient, CRT will not be efficient and 

vice versa. It is for this essential that CRS is suppressed to enhance the efficiency of the SOCT-ISC. 

Suppressing the CRS pathway is possible in the inverted region of the Marcus theory.  

 The Marcus theory describes three regions for electron transfer of which one is the optimal 

region which states that barrier-less electron transfer can occur if λ = -ΔG.42 The situation before the 

optimal is reached is the normal region, where the rate of electron transfer increases with an 

increasing driving force(here 𝜆 > 	−Δ𝐺 ). The inverted region can be counterintuitive, but in this 

region, the rate of electron transfer decreases as the driving force further increases (λ < -ΔG).  

The thermodynamics of CRS from a CT state often fall in the inverted region.43 If the energy 

gap between the CT and S0 state is large, the driving force will increase.7  The driving force is 

significantly increasing in a way that the rate of CRS is decreasing in the inverted regime. As a result, 

the CT state is longer lived. To suppress the CRS, the energy gap should be tuned. One way of tuning 

the energy gap is via the solvent.44 Charge separated states are polarized and can be stabilized by polar 

solvents, a more stabilized molecule is lower in energy and sequentially the energy gap between the 

S0 and CT state is smaller. The energy difference can again be taken from the excitation energies for a 

better description. 

 The inverted region begins when the reorganization energy becomes smaller than the driving 

force. In the last paragraph, the focus was on the driving force, but the reorganization energy can also 

be tuned.34 Certain acceptors have already relatively small reorganization energies and the inverted 

region will appear earlier in the kinetic energy curve for these acceptors. This results in fast CS and a 

slower CRS.45 An example of an acceptor with a small reorganization energy is fullerene. However, 

selecting a structure based on its reorganization energy may not always be ideal. Studying the 

reorganization energy is of course best done if it is possible to measure its value. The reorganization 

energy can be calculated via the same method as discussed in the section Initial Charge Separation 

using equations S2, S3 and S4. The neutral state of the cation and anion is the ground state of the 

cation and anion. Studying an interaction between two states is often studied from the precursor state. 

This means that it is not possible to take the results from the previous section, where a LE state was 



11 
 

used, while here a CT-state is needed to study the CRS process. A new calculation is necessary for which 

only the coordinates have to be changed.  

This process will ideally take place in the inverted region, which asks for a more sophisticated 

description of the Marcus theory and its reorganization energy (see later). To determine the rate of 

CRS, equation S1 can be used. The electronic coupling for charge separation can be calculated via the 

fragment approach.37 The output of this calculation does not only give the electronic coupling for 

electron transfer, but it also gives the electronic coupling for charge recombination processes that 

represent the probability..22,32 If CRS can be suppressed, CRT can become the dominant pathway.  

 

Charge Recombination to The Triplet-state 

Transitions between singlet and triplet states are forbidden in a non-relativistic framework, however, 

intersystem crossing from a singlet to a triplet state is possible in the presence of spin-orbit coupling.46 

Spin-orbit couplings in heavy-atom free dyads are very small compared to structures that include heavy 

atoms. For this reason, these kinds of systems can be treated as a perturbation of the system’s 

electronic structure. It is challenging to calculate the SOC factor in both an effective and accurate way.1  

Using quantum chemistry, it is possible to gain more insight into SOC as it is the result of the 

spin-operator expressed by its Hamiltonian.2,47 This spin-orbital Hamiltonian describes the interaction 

between the spin and orbital motions of an electron and induces singlet and triplet excitations. The 

coupling of the spin and orbital momenta of the nucleus and electron is described by the Hamiltonian 

(equation S5).  

 

𝐻pqr = 𝛼EV		( ∑ ∑ uv
Y
wv
x 𝐿z{{{{{⃗ 𝑆z{{{{{⃗I

z
~
�      (S5) 

 

𝛼EV is the fine structure constant, the effective nuclear charge for nucleus 𝜇 is represented by 𝑍�. 𝐿 is 

the orbital momentum and 𝑆 the spin momentum. The distance between the nucleus and electrons is 

represented by 𝑟. 

The most outstanding feature of the Marcus equation is the inverted region effect, in which 

the electron transfer kinetics will slow down because of ΔG > λ. However, in the inverted region, the 

rates are higher than expected if the classical equation is used.42 This deviation can be explained by 

quantum chemical vibrational effects that start to play a role. The PESs of two states at the minima 

can be described as vibrational normal modes that lead to vibrational eigenfunctions within a quantum 

mechanical description. An alteration of the classical Marcus equation is proposed; following Fermi’s 

Golden Rule, the Franck Condon Weighted Density of states (FCWD) can be introduced.  
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 Fermi’s golden-rule for radiation-less transitions can be used to describe the intersystem 

crossing rate, 𝑘�q3	with ⟨1Ψi0|HSO|3ΨF0⟩2 being the SOC matrix element between the initial and final 

state of interest (equation S6). The FCWD after being evaluated in the framework of Marcus-Levich-

Jortner theory can be expressed as visualized in equation S7.48 

	

𝑘�q3�� = 7()
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This extension of the semi-classical Marcus theory considers two limiting cases.49 The first, is the 

consideration of low-frequency vibrations which leads to results similar to the outcomes from the 

previously discussed classical Marcus theory that can be described in terms of the reorganization 

energy as defined in the classical Marcus theory. The second consideration, is that of the high-

frequency modes and nuclear tunneling effects. These modes can be summarized in a single effective 

mode with	𝜔 as frequency, which is visualized in equation S7. The classical equation can be recognized 

in the semi-classical one, but there is a new factor; 𝑆, which is the Huang-Rhys factor of this effective 

mode. It is a measure of the strength of electron-phonon coupling. Upon photoexcitation, the 

equilibrium positions of the nuclei are displaced, the Huang-Rhys factor is associated with this 

phenomenon. The individual high frequency normal modes have corresponding frequencies 𝜔H  and 

Huang-Rhys factors, 𝑆H, of which the effective Huang-Rhys factor can be calculated (see equation S8 

and S9).  

 

𝑆DEE = ∑ 𝑆HH       (S8) 

 

𝜔DEE =� �wqw
q���
H

      (S9) 

 

DFTB and FCF methods implemented in the ADF package can be used to calculate the Huang-Rhys 

factor.50 DFTB geometry optimizations of the two excited states need to be performed. The keyword 

TD-DFTB gradient should be included as it orders the program to calculate analytical gradients for the 

TD-DFTB excitation energies and the keyword, SingleOrbTrans, will calculate single orbital transitions.51 

This allows for optimization of the excited state geometries and makes it possible to calculate the 

Frank-Condon Factors with the FCF program, which computes the effective 𝑆DEE  and 𝜔DEE . 𝜔DEE  is 
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often assumed around a value of 1500 cm-1, however, DFT calculations show that the value for 𝜔DEE  

can easily be around 800-900 cm-1, significantly lower.22 The value for the Huang-Rhys factor for 𝜔H  can 

mostly be found between 0 and 1. Assuming 𝜔DEE  can therefore have a large consequence on this 

value. Using DFT calculated values for molecular systems can give a better approximation.  

 As explained before, the reorganization energy consists of an internal and external 

component, and the focus is again on the internal component. The internal reorganization energy for 

the transition from CT1 to T1 can be defined similarly as visualized in equations S10, S11 and S12.38,52 

 

𝜆HIG = 𝜆J + 𝜆N      (S10) 

𝜆N =
+
(
[(𝐸RQ − 𝐸QQ) + (𝐸QR − 𝐸RR)]     (S11) 

𝜆J =
+
(
[(𝐸<Q − 𝐸QQ) + (𝐸Q< − 𝐸<<)]     (S12) 

 

For triplet formation by charge recombination, where the triplet localizes on the acceptor, this can 

be clarified by (superscript is charge plus unpaired electron): 
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Figure S5. PES of the CT1 and T1 states. With x being + or -. 
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The coordinates (subscript) belong to the radical anion, the radical cation or the triplet. For the radical 

anion, the charge has to change to -1, and the spin-polarization to 1 (one unpaired electron, formally 

a doublet state). For the radical cation, the approach is similar. The definitions of the equations stay 

the same, but the donor and acceptor should be studied differently because triplet formation occurs 

either on the donor or acceptor.2 For the fragment on which the triplet is formed, the energies as 

shown in Figure S5 can be used in combination with the definitions that are discussed above. For the 

other fragment, the CT state and S0 should be considered, just as for CRs. The EQ< (EQR) represents the 

energy of the cation (anion) at the optimized geometry of the neutral molecule.53 In the same manner, 

the other terms can be explained: E<< (ERR) represents the energy of the cation (anion) calculated at 

the optimized geometry of the cation (anion). E<Q  (ERQ ) represents the energy of the neutral molecule 

calculated at the optimized geometry of the cationic (anionic) state. EQQ represents the energy of the 

neutral molecules at the optimized geometry of the ground state. Alternatively to this method, is the 

method performed by Samanta et al.,49 where the reorganization energy during reversed-ISC can be 

defined as the energy difference between EQ   and E   .49 This alternative can be studied next to the 

proposed method, but considering EQQ and E Q in ISC from CT1 to T1. 

𝜆HIG  consists of low- and high-frequency modes and can be represented as a sum of the 

contributions of the individual vibrational normal modes: 

 

𝜆HIG = ∑𝜆H = ∑ℏ𝜔H𝑆H     (15) 

𝜆H =
/w
(
𝛥𝑄H(     (16) 

 

The normal mode is represented as	𝑖, 𝑘H  is the force constant and Δ𝑄H  is the coordinate displacement 

along the normal mode. Using the outcomes of the DFTB and FCF calculations will help to determine 

the reorganization energy for CRT. This is another method that can be used to calculate the 

reorganization energy. By defining an effective frequency and Huang-Rhys factor, it is possible to 

consider one effective degree of freedom and it is often not necessary to consider more modes.52 The 

Huang-Rhys factor and the reorganization energy seem to change only a little compared to the energy 

gap and SOCME, but can still give useful insight from a fundamental perspective.  

The energy gap between the two states is the parameter that changes most significantly, and 

together with the SOCME, it determines the ISC rate.48 Following El-Sayed’s rules, the rate for ISC in 

radiation-less transitions is larger when a change of MO type is present. Thus, an increase in the spin-

orbit coupling between the Sn and Tn can lead to efficient ISC.9,33 Fermi’s golden rule indicates that a 

larger energy gap between two states reduces the coupling matrix elements of the two states which 

will result in slower kinetics and ISC.54  
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In the papers of Zhu and colleagues, and Samanta et al.,49 the SOC matrix element was 

computed by considering the three degenerate T1 triplet states (𝑚	 = 0,±1 ) as is shown in equation 

S17.31,49 

 

𝑉qr3 = ¦𝑆+|𝐻pqr|𝑇+§ = 	¨𝛴z�Q,±+	¦𝑆+|𝐻pqr|𝑇+z§
(

    (S17) 

 

Calculating the SOC between the 1CT and T1 state can be done using TD-DFT calculations and for more 

accurate results, solvent effects should be considered. They studied the SOC operator within the 

zeroth-order regular approximation (ZORA) visualized in equation S18, where c represents the speed 

of light, 𝑉 the Kohn-Sham potential, 𝑝 the linear momentum operator, and 𝜎 the Pauli spin matrix 

vector.  

 

𝐻pqr =
W>

((W>R«)>
𝜎(𝛻𝑉 × 𝑝)     (S18) 

 
First, the excited state geometries should be calculated (see also first section). For the SOC calculation 

in ADF, a few keywords are worthy to mention (see also appendix III). The type of excitation should be 

spin-orbit (perturbative) or simply the SOPERT keyword should be included, which includes singlet-

singlet and singlet-triplet excitations and includes spin-orbit perturbatively. Also, NTOs and charge 

transfer descriptors should be included.49 As explained, the triplet has three sublevels, thus three 

complex values can be expected between the CT state and the three sublevels. However, to make it 

easier the output file contains a summary of SOCMEs as the root-mean-square average. To include the 

SOCME in the output file, the keyword PRINT SOMATRIX should be included in the input file. Tamm-

Dancoff approximation (TDA) should be included in the input file to calculate excitation energies, which 

can be used to determine the energy gap between the 1CT and T1 state.1 

Discussing quantum chemical equations makes this topic hard to follow and to make it 

chemically more understandable, the SOC transition can be seen as a linear combination of the scalar 

singlet-singlet and singlet-triplet excitations as described by Ronca and colleagues. 55  From this 

perspective, the oscillator strength of the SOC (𝑓qr3) can be expressed as a singlet-triplet transition 

that borrows intensity from the coupled singlet – singlet state, as shown in equation S19. 

 

𝑓qr3 =
⟨¯°|kp°±|¯²⟩

%²R%³
𝑓V      (S19) 
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The 𝑓qr3  is directly correlated to the strength of the coupling, the SOC matrix element, and is inversely 

correlated to the energy differences between the coupled triplet and singlet states. It is often 

mentioned in the overviews of parameters of the excitations in studies focusing on the SOCT-ISC 

mechanism.56  

Computational calculations can predict the energy levels of the lowest triplet states. Even 

though these triplet states can be energetically accessible, CR to these energy levels is in principle 

forbidden, because of spin conservation.54 Research done by Letrun and colleagues found triplet states 

that lay below the S1 are localized on either the donor or acceptor of the dyad.57 If CR occurs between 

a donor and an acceptor with their HOMO and LUMO localized on other parts of the dyad, the electron 

will undergo a change. When the donor and acceptor are in an orthogonal orientation to each other, 

there will also be a change in angular orbital momentum, which will induce a large SOC, allowing CRT.  

The orthogonality often meant is the orthogonality between the two molecular planes, as just 

discussed, but there is also research that mentions an extra orthogonality of the nodal planes that may 

affect the ISC positively.2,10 This is in agreement with the idea that the Hp´µ	operates between the initial 

and final states and reaches a maximum when the orbitals are orthogonal.  

Thus, studying the HOMO (-) and LUMO (+) MOs can give insight into whether or not a large SOC 

can be expected for the system. This can also be used for proper molecular design. Multiple MOs may 

contribute equally to an excited state, these MOs can be transformed to a Natural Transition Orbital 

(NTO).39,51 With the NTO, the qualitative description of the electronic transition can be simplified and 

it gives insight into the localization of excitations. The geometry that is used for the SOC calculations 

should also be the geometry at which the NTOs are compared. Thus, if the SOCME is calculated from 

the optimized CT state geometry, the NTOs of the CT and T1 state should be compared at the geometry 

of the CT state.49 

  



17 
 

Triplets decay to the Ground-state 

After charge separation and charge recombination to the triplet state, the triplet state is populated, 

but how long will it take before it decays back to the ground-state? The first step in calculating the 

radiative decay from T1 to S0 is to optimize the geometry of the T1-state. The next step is to perform a 

SOC-TD-DFT calculation.32 This can be done similarly as was done for the ISC to the triplet state, thus 

via a perturbative SOC calculation. Both the oscillator strengths and radiative lifetimes will be printed 

in the output. The radiative lifetime and oscillator strength are related according to the following 

equation. 

+
¶
= ((·¸)>¹

ex
      (20) 

 

The radiative lifetime corresponds with τ, the oscillator strength with f, ΔE is the excitation energy and 

c is the speed of light. The atomic unit is used in this equation. The input file differs slightly from the 

perturbative SOC calculation performed before: TDA, NTO, and DESCRIPTORS should be left out of the 

input file. The excitation block and the SOPERT key should be included. The PRINT SOMATRIX keyword 

can be included to print the whole SOCME. The SOCME is an important parameter as it influences the 

oscillator strength and therefore, the radiative lifetime. SOC was important for the normally forbidden 

transition to the triplet state, but is again important as decay from a triplet-state to the ground-state 

is once more a spin forbidden process, also known as phosphorescence.58 In the introduction, the 

heavy atom effect was explained, and with an increase in atomic number the SOC will increase.59 

Studies of porphyrin derivatives substantiate this phenomenon and show high rates of 

phosphorescence. 60  In the same research, they also have shown that heavy-atom free porphyrin 

derivatives can emit very weak phosphorescence, even though they have efficient ISC to the triplet 

state. This combination of efficient ISC and slow decay and, therefore a long-lived triplet state 

production can be very useful in a variety of applications, such as photodynamic therapy. The lifetime 

of triplets are calculated and presented in Table S1. 

 

Table S1. The lifetime of the triplet state of PyrDMA in the different environments. The geometries are calculated with the 
TZ2P basis and CAMY-B3LYP functional. 

Solvent 𝜏 (s) 

Gas 11.79 
NHX 1.41 
ACN 20.26 
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Triplet yield 

We neglect the intersystem crossing rate to the ground state. This gives the following equation for the 
triplet yield. 

 

𝜙& =
¼½°¼½¾²
¼½°¿¼½¾²

¼½°¼½¾²
¼½°¿¼½¾²

< ¼½°¼½¾°
¼½°¿¼½¾°

     (21) 

𝜙& =
/½¾²(/½°</½¾°)

(/½¾²/½¾°</½°(/½¾°</½¾²)
    (22)  

 

The equation for the triplet yield suggests that this yield is efficient for high rates of charge separation 

and charge recombination to the triplet. The rate of charge recombination to the ground state has to 

be low. 

 

Solvent effects 

Polar solvents are better at stabilizing charged molecules, making charge separation more favorable in 

polar solvents. However, a stabilized CT energy level means it is lower in energy, which stimulates CR 

to the ground state.44 In less polar solvents the CT energy level increases, enlarging the energy gap 

between the CT and S0 state, and thus decreasing the CR to the ground state.7 The solvent plays an 

important role and should be considered in computations. The ADF program makes use of the 

conductor-like screening model (COSMO) to describe any solvent effects.61 As parts of the calculations 

are TD-DFT calculations, it should be mentioned that the induced electronics will affect the COSMO 

surface charges. However, geometry optimizations of the excited states should work fine, because the 

solvent dielectric has time to respond.  
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Considerations & Limitations of ADF 

The functional, basis set and other technical settings may affect the accuracy of the calculation. 

Furthermore, research has shown that the transfer integrals depend greatly on the functional that is 

used.62 This is also the case for the site energies and reorganization energies. Different functionals may 

be more accurate for the different components. Both DFT and TD-DFT calculations need to be 

performed. TD-DFT results are often altered by the self-interaction error. 63  This error can have 

significant alterations on the energies and electronic structure of the excited states. Hybrid methods 

can be selected to reduce the self-interaction error, but the same parameters are sensitive to the 

amount of exact exchange that is incorporated in these hybrid methods. An alternative is the range-

separated hybrid DFT method where the amount of exact exchange increases with the electron-

electron distance, which restores the long-range asymptotic behavior of the potential. For this reason, 

range-separated hybrids are more accurate in describing electronic excitations. This is especially 

important for describing CT states, therefore, calculations for the excitation energies are often 

performed with TD-DFT with the range-separated CAM-B3LYP functional.13,37 Range-separated hybrids 

have three parameters included that can be further be optimized for a certain system.64 This may affect 

the accuracy of the calculations and can therefore give an even better approximation of the 

parameters studied in the past sections. It should be noted that CAM-B3LYP cannot be used to perform 

excited state geometry optimizations, but CAMY-B3LYP can. However, this functional is far less often 

used in similar studies but can be considered to be used in a benchmark to study their accuracy.38 

Hybrid functionals are often used in computational studies on the CT state as well as on the SOCT-ISC 

mechanism. Hybrid functionals are often preferred over a range-separated functional perhaps because 

of the CPU time, which is already increased for hybrid functionals, but even more for range-separated 

functionals. To reduce CPU time, the integration can be set to a lower accuracy e.g., Becke Normal. 

Frequently, the B3LYP functional is used in combination with the TZP basis set.36,65 In the research of 

Monti et al., they performed a benchmark with different hybrid functionals and B3LYP fitted the 

experimental results best and it was also used in combination with the TZP basisset.37 Others also 

found the hybrid functional PBE0 to fit well.33 It is important to perform benchmarks to make sure that 

the functional and basis set are accurate and it is recommended to check with literature on specific 

structures. As hybrids and range-separated functionals are proposed, it should be mentioned that 

NTOs will only be calculated if TDA is included. Also, the ZORA two-component Hamiltonian should be 

included in order to evaluate the SOCME.49,66 Comparing experimental results with computational 

findings can also help substantiate the accuracy of the proposed method.67  
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This section has shown the possibilities of computational tools implemented in ADF for the study of 

the SOCT-ISC mechanism. Three fundamental pathways are of essence in this mechanism and each of 

these has been discussed. A general overview of the CS, CRS, and CRT pathways was briefly highlighted 

and was thus followed by an overview of the computations that could be done on the different 

components in the specific pathway. Throughout the text, the Marcus theory, in particular the inverted 

region, was named and discussed and the importance of this theory should not be neglected. It forms 

the basis of this article together with the rules of El-Sayed. During initial CS, the electronic coupling can 

be seen as the most important factor that influences the rate of separation and ADF gives a unique 

feature of studying this parameter via a fragment approach. The electronic coupling is also of essence 

during CRS, but also the Gibbs energy and reorganization energy play a significant role in shifting the 

process in the inverted region. The SOCME that can be calculated with the same chemical software is 

the parameter that determines the rate of intersystem crossing for the largest part. The triplet decay 

gives more insight into the lifetime of the triplet state. Throughout the text, the importance of any 

solvent effects has been clarified and a section was dedicated to the consideration of solvent effects 

in DFT calculations, focusing on the COSMO method. Other considerations and limitations were also 

discussed. An overview of the possibilities with ADF was made and a method to study the SOCT-ISC 

mechanism is given. Following this method can give new insight in the complex SOCT-ISC mechanism 

as it includes different aspects that can play a role in the mechanism. Future computational studies 

should emphasize and substantiate the relevance of including all aspects while following the proposed 

method. The best course of action is to compare the results with experimental findings and optimize 

the method where needed.   
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Appendix III: ADF Keywords 

This table contains ADF Keywords that are of importance for the study of the SOCT-ISC mechanism. 

Each subsection contains the keywords that are special for that section (keywords will not be repeated 

if required to be included in different sections). 

 
Geometry Optimization  

General + S0 (DFT)  

noncollinear In this approximation, the spin-polarization can have a different 
direction in every point in space.  

Unrestricted  α & β-spin may be spatially different 

RELATIVISTIC Scalar ZORA Includes the relativistic scalar ZORA 

SOLVATION Includes solvent effects (COSMO) 

SYMMETRY NOSYM No symmetry (forced) 

T1-specific (DFT)  

SpinPolarization Set to 2.0 to change spin multiplicity (triplet) 

PESPointCharacter Checks if PES point is a saddle point or minimum 

Sn & Tn-specific (TD-DFT)  

EXCITEDGO Excited state geometry optimization 

ONLYSING 
ONLYTRIP 

Only singlet-singlet excitations 
Only singlet-triplet excitations 

Charge Separation  
Print FMATSFO Matrix element & overlap of all fragment orbitals 

TRANSFERINTEGRALS Includes charge transport properties 

CHARGE n n = charge of molecule/fragment 

SPIN POLARIZATION n  Spin-α electrons in excess of spin β 

CR to the triplet state 
TDA yes Includes the Tamm-Dancoff approximation 

NTO Includes Natural Transition Orbitals 

SOPERT Type of excitation: Spin-Orbit Perturbative  

DESCRIPTORS Includes Charge Transfer descriptors 

Print SOMATRIX Shows SOCME in output 

(TD)-DFTB  
SingleOrbTrans Single orbital transitions will be calculated 

TDDFTBGradient Allows optimization of excited states. Needed for FCF to run 
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Appendix IV 

Practical Experimental aspects 

Starting coordinates 
The starting coordinates for PyrDMA were made with geometry optimisations and building in Spartan, 

DFT minimized C24H19N, RB3LYP, Basis set 6-31G(D), E(bond) = -980.786369, volume (CPK): 353.75 

Å3, E(HOMO) = -5.31 eV, E(LUMO) = -1.55 eV. The file was saved as Start-Coord-Pyr-DMA.mol2. 

In case the procedure has to repeated for a different molecule, type the name of the molecule in the 

search bar in the ADF GUI. If the molecule is not available, the molecule can be built with the carbon, 

oxygen, hydrogen and nitrogen tools. Bond order can be changed by clicking on the bond and selecting 

the “bond order“. Once the molecule is built click on the geometry optimisation tool on the bottom 

right bar in the ADF GUI. The starting coordinates are now obtained. The starting coordinates can then 

be exported as a .mol2 by going to “file“ and then “export coordinates“. If possible it is good to use an 

CIF file or coordinate file from a crystal structure as a starting point. 

 

Geometry optimisations 

5 geometry optimisations need to be performed in 3 different solvents. To calculate the geometries, 

go to the ADF GUI. Go to “File“ and then “Import Coordinates“. Set “Task“ to “Geometry Optimization“ 

and choose the desired basis under “Basis set“ and exchange correlation under “XC-Functional“. Next, 

select “Relativity“ and choose the “Scalar“ option. Set “Frozen core“ to “None“ and “Numerical quality“ 

to “Good“. Click the “Model“ panel and select “Solvation“. Next choose the solvation method, which 

is “COSMO“. Select the solvent from “COSMO solvent“. Save the file with a proper name corresponding 

to the molecule, geometry and solvent. Press Ctrl + R to run the geometry optimisation.  

For excited state geometry optimisations, repeat the same steps as above and go to “Properties“ and 

then click “Excitations (UV/Vis), CD“. For different types of excitations, select “SingletOnly“ for the 

singlet excited state and “TripletOnly“ for the triplet excited states. Select “TDA“ and then “Yes“. Set 

the “Number of excitations“ to 5. Go to calculate and tick “NTOs“ and “Charge transfer descriptors“. 

Next go to “Properties“ and select “Excited State Geometry“. Enter the state and symmetry under 

“Excitation“. For S1, this would be 1A. Set the spin type to “Singlet“ or “Triplet“ depending on the 

excited state. At the end of the calculation, the coordinates of the geometries can be extracted from 

the logfile in the final geometry cycle. Copy and Paste these coordinates in the ADF GUI and export as 

a .mol2 file with a proper name corresponding to the molecule, geometry and solvent.  

Geometry optimisations have been done with two different methods. 
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• Method 1: Geometries calculated with TZP basis and PBE functional. Triplet geometries are 

calculated by setting the charge and spin polarisation to 0 2. TDA is neglected for excited state 

geometry optimisations. 

• Method 2: Geometries with TZ2P basis and CAMY-B3LYP functional. All excited state 

geometries are calculated with EXCITEDGO. 

The geometries optimisations generate .run files which can be modified as an input file for calculating 

the geometry optimisations on the Lisa server. If the calculations need to be done on the Lisa server, 

simply use the standard input files PyrDMA-Geometry-S0.txt, PyrDMA-Geometry-S1.txt, etc. Change 

the starting coordinates to the coordinates of the new molecule by Copy and Pasting it from the ADF 

GUI. Change the Basis set, XC-Funtional, Numerical quality and Solvent if required. Upload the files 

using FileZilla to the Lisa server. Connect to the Lisa server in the terminal. A typical command on the 

server requires the following commands in the terminal. 

module load pre2019 

module load ADF 

module load ADF/2019.102-intelmpi 

sbatch input-filename.txt 

Calculate each geometry in the terminal. Once the geometry optimisations are done, download the 

logfile and the output file using FileZilla. Extract the geometries from the final geometry cycle in the 

logfile and save as .mol2 files with an appropriate name. The bonding energy and the excited state 

energy are available at the end of the logfile. Other properties such as excited state dipole moment 

can be found in the output by searching for ‘’excited state dipole moment’’ in the final geometry cycle.  

 

SOC and bonding energy calculations 

The SOC and bonding energy calculations make use of a standard template file for the calculations 

SOC.txt. Change the Basis set, XC-Funtional, Numerical quality and Solvent in this template input file if 

required. To do a dihedral scan of a particular state simply go to the ADF GUI and then go to ‘’Help ‘’. 

Select ‘’Command Line‘’. This opens the ADF command line terminal. In this terminal go to the folder 

with the .mol2 file, which is required for the scan. In the bash file Amsprep-SOC-coordinates.txt, specify 

the .mol2 file being used for the scan, the atom numbers between which the dihedral angle is defined 

and the range of the dihedral angle for the scan. Execute the bash file Amsprep-SOC-coordinates.txt in 

the command line by typing sh Amsprep-SOC-coordinates.txt. This bash file makes use of the amsprep 

environment in AMS to generate the coordinates for the range of dihedral angles of a particular state, 

and thus moves the coordinate files to a separate folder for each dihedral angle. Unfortunately, the 
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environment is limited to solvents. Using the Matlab 2018b file replace_coordinates_SOC.m, the 

generated coordinates replace the coordinates in the standard template file for SOC calculation. 

Repeat the procedure for other states and solvents in separate folders. Upload these folders with the 

input files on the Lisa server. Run the file soc_energy_calculations.txt by typing sh 

soc_energy_calculations.txt in the terminal connected to the Lisa server. This file contains the terminal 

commands for loading and submitting batch jobs for the SOC and energy calculations at each dihedral 

angle. Once the calculations are finished, download the output and logfile from the server. The 

excitation energy and spin orbit coupling can be found in the output file by going to “Response 

Properties“ and then “Spin-orbit matrix“. The data is analysed in the SOC_PyrDMA.m and 

Energy_PyrDMA.m files, which makes the required SOC and excitation energy plots.  

 

Electronic coupling calculations 

The calculation for the electronic coupling require fragments of the donor and acceptor in the locally 

excited state. The fragments are generated using the following procedure. 

 

Fragments generation 

The optimized excited state geometry of the precursor state (S2) was saved as a .mol2 file within ADF. 

This file was imported into Chimera. Then the CH2 group was selected (Ctrl-Shift) and then deleted 

together with its bonds. With the “add H” command in the “Structure Editing” menu, hydrogen atoms 

were added, which had the appropriate direction and length.  

 

Main Electronic coupling calculations 

The Electronic coupling calculations make use of three standard template files. PyrDMA-Fragment-

a.txt, PyrDMA-Fragment-b.txt and PyrDMA-vab.txt. Change the Basis set, XC-Funtional, Numerical 

quality and Solvent in these template files if required. To do a dihedral scan of the electronic coupling, 

simply go to the ADF GUI and then “Help“. Select “Command Line“. Go to the folder with the .mol2 file 

of the PyrDMA in the S2 state, which is required for the scan. In the bash file Amsprep-CT-

coordinates.txt, specify the .mol2 file being used for the scan, the range of atom number belonging to 

each fragment, the atom numbers between which the dihedral angle is defined and the range of the 

dihedral angle. Execute the bash file Amsprep-CT-coordinates.txt in the command line by typing sh 

Amsprep-CT-coordinates.txt. This bash file generates the coordinates for the range of dihedral angles 

of the locally excited state S2 and moves the coordinate files to a separate folder for each dihedral 
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angle. Using the Matlab 2018b file replace_coordinates_CT.m, the generated coordinates replace the 

coordinates in the three standard template files for the electronic coupling calculation. Repeat the 

procedure for other solvents in separate folders. Upload these folders with the input files on the Lisa 

server using FileZilla. Run the file CT_calculations-fragment-a.txt and CT_calculations-fragment-b.txt 

in the terminal connected to the Lisa server. This file contains the terminal commands for loading and 

submitting batch jobs for the fragment calculations at each dihedral angle. Once the calculations are 

finished, run CT_calculations-vab.txt. These calculate the charge transfer integrals between fragment 

a (pyrene) and fragment b (dimethylaniline) for each dihedral angle. Download the final output files 

from the server. The charge transfer integrals can be found by searching for “V for hole transfer:“. The 

data is analysed in the CT_PyrDMA.m, which makes the finale electronic coupling plots.  

 

Internal reorganisation energy calculations 

For the internal reorganisation energy calculations, we need to look at equation 5,6 and 7. First, we 

import the starting coordinates of PyrDMA into the ADF GUI. The donor and acceptor defined for the 

internal reorganisation energy are N,N-dimethylaniline for the donor and 1-methylpyrene for the 

acceptor. The starting coordinates for the donor and acceptor can be obtained by clicking the bond 

connecting these fragments and deleting this bond by pressing Ctrl+x. Afterwards, hydrogen atoms 

can be added by pressing Ctrl+E. Copy the coordinates for donor and acceptor from the ADF GUI and 

separately perform an optimisation on the donor and acceptor. The starting coordinates for the donor 

and acceptor are now obtained. Neutral and charged geometry optimisation need to be calculated for 

the donor and acceptor. This can be achieved by using the standard geometry optimisation input files. 

Replace the starting coordinates in the input files, set the calculation to Unrestricted and change the 

Charge key word to either Charge 0 0 for neutral geometry optimisations or Charge 0 ±1 for charged 

geometry optimisation of the cation/anion. Place these input files in separate folders, upload on the 

Lisa server and run the calculations. When the calculations are finished, download the logfiles and 

extract the geometries from the final geometry cycle at the end of the logfile and save these as .mol2 

files. To calculate the internal reorganisation energy, 4 single point calculations are required for both 

the donor and acceptor. The single point calculations can be done by using the standard template file 

SP-energy.txt and changing the coordinates to the charged/neutral geometry of the anion or cation. 

For each single point calculation change, the coordinates and the charge in the file according equation 

5 and 6. Place each single point calculation in a separate folder and upload these files on the Lisa served 

using FileZilla. Use the 2019 version of ADF to run the single point calculations. Once the calculations 

are finished, download the logfiles containing the bonding energies from the server and extract these 

bonding energies. Use equation S2, S3 and S4 to calculate the reorganisation energy for the donor-
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acceptor and the total internal reorganisation energy. Please take into account that the coordinates of 

the ‘’neutral’’ state of the acceptor should be the coordinates of the locally excited state of pyrene S1 

for charge separation. For charge recombination to the ground state S0, the coordinates of the 

‘’neutral’’ state of the acceptor are the coordinates of the ground state of the acceptor. For charge 

recombination to the triplet state T1, the coordinates of the ‘’neutral’’ state of the acceptor are the 

coordinates of the triplet state of the acceptor. 
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List of abbreviations  

TD-DFT  Time-dependent density functional theory 
ADF  Amsterdam Density Functional 
DMA  dimethylaniline  
Pyr  pyrene  
NHX  n-hexane  
ACN  acetonitrile  
CS  charge separation 
CR  charge recombination 
ISC   Intersystem crossing 
CT  Charge transfer 
SO-ISC   Spin-orbit coupling intersystem crossing  
SOCT-ISC Spin-orbit charge transfer intersystem crossing 
MO  Molecular orbital 
SOC   Spin-orbit coupling 
SOCME  Spin-orbit coupling matrix element 
GS   Ground-state 
LE  Local excitation 
Tn  triplet (state) 
Sn  Singlet (state)  
nCS  Charge separated (state) 
𝑉3&   Electronic coupling 
𝑉qr3   Spin orbit coupling 
𝑇  Temperature 
ℏ  reduced Planck constant 
𝑘#   Boltzmann constant 
𝑐  Speed of light 
𝜆  Reorganization Energy 
𝜏  lifetime of a state 
PES  Potential Energy Surface 
Δ𝐺  Gibbs free energy 
𝑆  Huang Rhys factor 
FCWD  Frank Condon Weighted Density 
𝑓qr3   Oscillator strength  
TDA  Tamm-Dancoff approximation 
NTO  Natural Transition Orbital 
COSMO  Conductor-like screening model 
ZORA   Zero-order regular approximation  
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