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Abstract: Cytosine (C) to uracil (U) RNA editing is one of the most important post-transcriptional 
processes, however exploring C-to-U editing events efficiently within the crop mitochondrial ge-
nome remains a challenge. An improving predictive RNA editor for crop mitochondrial genomes, 
iPReditor-CMG, was proposed, which was based on SVM, three common crop mitochondrial ge-
nomes and self-sequenced tobacco mitochondrial ATPase. After multi-combination feature extract-
ing, high-dimension feature screening and multi-test independent predicting, the results showed 
that the average accuracy of intraspecific prediction was 0.85, and the highest value even up to 0.91, 
which outperformed the previous reference models. While the prediction accuracies were 0.78 be-
tween dicotyledons and no more than 0.56 between dicotyledons and monocotyledons, implying a 
possible similarity in C-to-U editing mechanisms among close relatives. The best model was finally 
identified with an independent test accuracy of 0.91 and an area under the curve of 0.88, and further 
suggested that five unreported feature sequences TGACA, ACAAC, GTAGA, CCGTT and TAACA 
were closely associated with the editing phenomenon. Multiple evaluation findings supported that 
the iPReditor-CMG could be effectively applied to predict crop mitochondrial editing sites, which 
may contribute to insight into their recognition mechanisms and even other post-transcriptional 
events in crop mitochondria. 

Keywords: iPReditor-CMG; RNA editing site; Mitochondrial genomes; genomic sequence feature; 
support vector machine 
 

1. Introduction 
RNA editing is an important post-transcriptional regulatory event that occurs 

through nucleotide substitutions, insertions or deletions. RNA editing events occur fre-
quently and may directly affect protein translation and hydrophobicity, among others. 
Knie et al put forward that U-to-C editing appeared in hornworts, some lycophytes, and 
ferns [1], but the most common editing types were A-to-I editing in vertebrates and C-to-
U editing in mitochondria and chloroplasts of higher plants [2].  
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Mitochondria is ideal for studying important functions in crops [3]. Discovery and 
recognition of RNA editing sites is the premise for understanding the mitochondrial-re-
lated biological functions [4]. Therefore, the recognition of mitochondrial editing sites has 
received high attention [5-10]. Traditional methods for editing site recognition are time-
consuming and labor-intensive [11]. In the era of big data, a large number of attempts 
have been made to provide more efficient solutions for high-precision theoretical predic-
tion of RNA editing [12-19]. RDDpred distinguished misjudged RNA editing in the hu-
man genome, greatly facilitating the application of machine learning in identifying editing 
sites [12]. Sun et al. predicted 203,202 editing sites in the human genome through machine 
learning, of which only 9% were reported [13]. In addition, Chen et al. proposed a predic-
tor called iRNA-AI by incorporating the chemical properties of nucleotides and their slid-
ing occurrence density distribution along the RNA sequence into the general form of pseu-
donucleotide composition (PseKNC) [14]. Cummings & Myers [15], Mower [16], Thomp-
son & Gopal [17]and Du et al. [18] all provided effective prediction models for plant mito-
chondrial editing sites based on machine learning methods, but their algorithms were rel-
atively complex and profound. Lenz & Knoop [19] provided an online prediction platform 
containing 19 plant mitochondrial genomes and 13 plant chloroplast genomes, which 
could effectively predict RNA editing sites through homologous alignment.  

All the above results confirm the necessity and feasibility of using appropriate ma-
chine learning methods to construct editing site prediction models. SVM is one of the most 
important learning machines based on statistical learning theory [20] and has the ad-
vantage of simplicity and convenience for binary classification problems [21-24]. Based on 
structural risk minimization rather than empirical risk minimization, SVM not only helps 
to solve certain problems such as small samples, nonlinear, dimensional disasters, and 
local minimum problems, but also helps to provide powerful generalization [25]. Mito-
chondrial genomes can provide the most comprehensive information of editing sites, 
whereas the benchmark datasets of RNA editing sites in crop mitochondrial genomes are 
relatively limited and appropriate for modeling with SVM. In addition, the editing sites 
are mainly determined by their nearby sequences [13], leading to the challenge of captur-
ing the neighboring sequence information efficiently. To develop the simpler and better 
theoretical prediction models to effectively investigate mitochondrion-related editing 
sites in crops, this manuscript used several different methods to capture mitochondrial 
genome information of three commonly used crops, optimized feature combinations and 
training-test set ratios, and then removed redundant information and screened the opti-
mal model by independent test results of SVM. More importantly, while previous studies 
mainly performed intraspecific modeling predictions, our experiments further explored 
the reliability of model interspecific predictions based on benchmark and self-sequenced 
datasets to provide reliable support for crop mitochondrial editing sites surveys. 

2. Materials and methods 

2.1. Materials collection 
Ara (Arabidopsis thaliana, accession number: Y08501), Bra (Brassica napus, accession 

number: AP006444) and Ory (Oryza sativa Japonica Group, accession number: BA000029) 
were widely used for studying mitochondrial RNA editing sites [15,17-18], so their mito-
chondrial whole genome sequences and their corresponding editing site annotations were 
downloaded from the NCBI database. To assess the reliability of our model, six tobacco 
lines SZY90 and MZY90 (sterile line of zhongyan90 and their maintainer line), SYY85 and 
MYY85 (sterile line of yunyan85 and their maintainer line), SK326 and MK326 (sterile line 
of K326 and their maintainer line), were further sampled, mitochondrial ATPase DNA 
and RNA were extracted from flower buds (in triplicate) using CTAB method and Easy-
Pure RNA Kit, and then target genes (atp9, atp6, orf25, orfB and atp1) were amplified and 
sequenced to identify the editing sites. 
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2.2 Positive and negative samples composition 
For the mitochondrial editing site sequences of the four species, the positive samples 

were all centered on editing site C, and then 250 bases were taken before and after the 
center according to the optimization results of Du et al. [18], making the sample sequence 
length 501 bp (see attachment 1 for extraction code of the positive samples). Since the 
negative samples in the literature [15] were 41 bp in length and not C-centered, these sam-
ples were first mapped to the corresponding mitochondrial whole genomes and then ex-
panded to 501 bp with C as the midpoint (see attachment 2 for extraction code of the neg-
ative samples). The ratio of positive to negative samples was close to 1:1. 

2.3 Training-test-validation partitions 
All samples in the mitochondrial editing site dataset from each species of Ara, Bra 

and Ory were randomly sorted using MATLAB software, and then the training and test 
sets were divided in five ratios of 5:5, 6:4, 7:3, 8:2 and 9:1. Meanwhile, all samples derived 
from tobacco mitochondrial ATPase were used as the validation set. 

2.4 Feature extraction  
All the features were shown in Table 1. T-features were extracted using a program 

written in-house by referring to the design of Du et al. [18], whose composition could be 
denoted as a 64-dimensional vector (see attachment 3 for extraction code). Additionally, 
P, M and A-features were extracted by using the program previously developed in the 
laboratory [26]. Where P-features reflected single base difference between positive and 
negative samples; M-features reflected sequence features based on different scales (gen-
erally between 1 and 5), and the maximum scale was chosen in this manuscript to collect 
more comprehensive feature information; while A-features specifically reflected the cor-
relation information between two different editing sites.  

Table 1 15 groups of sequence features. 

Features Description Features Description 

T Triplet features A+M Combined A and M-features 

P Statistical difference table features T+M Combined T and M-features 

M Multiscale component features P+A+T Combined P, A and T-features 

A Multiscale correlation features P+A+M Combined P, A and M-features 

P+A Combined P and A-features P+T+M Combined P, T and M-features 

P+T Combined P and T-features A+T+M Combined A, T and M-features 

P+M Combined P and M-features P+A+T+M Combined P, A, T and M-features 

A+T Combined A and T-features   

2.5 Algorithm design and assessment 
The LIBSVM software is a concrete implementation of SVM, so it (a subroutine of 

LIBSVM) was employed to build the classifier. In this case, the radial basis function was 
selected as the kernel function and the parameters were optimized using grid.py in Py-
thon. The experiments were designed through the following steps: 1) obtaining, classify-
ing datasets and extracting sequence features; 2) evaluating different feature groups and 
different training-test set ratios; 3) evaluating the iPReditor-CMG model based on differ-
ent training-test set ratios and intraspecific test sets after filtering features using the high-
dimensional descriptors selection nonlinearly (HDSN) method; 4) evaluating the iPRedi-
tor-CMG model by interspecific datasets; 5) evaluating the iPReditor-CMG model based 
on the validation sets integratedly and determining the optimal models; and 6) establish-
ing an interpretability system for the best models. Sensitivity (Sn) (formula 1), specificity 
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(Sp) (formula 2) and accuracy (ACC) (formula 3) values were applied to assess the predic-
tive power of all models, and the statistical differences of all assessed values were tested 
using Duncan’s multiple range test (DMRT).  

𝑆𝑛 = × 100%                               (formula 1) 

𝑆𝑝 = × 100%                               (formula 2) 

𝐴𝐶𝐶 = × 100%                          (formula 3) 

TP: True positive; FN: False negative; TN: True negative; FP: False positive 

3. Results and discussion 

3.1 Dataset description extraction of four different crops 

3.1.1 Sources and composition of the training and test sets 
Three mitochondrial genome sequences containing editing site information for Ara, 

Bra and Ory were downloaded from NCBI, with lengths of 366,924 bp, 221,853 bp and 
490,520 bp, respectively. According to the relevant references and the editing sites extrac-
tion principles of this manuscript, 454 C-to-U editing sites of Ara, 423 sites of Bra and 485 
sites of Ory were extracted as the positive samples by self-scripting procedure in attach-
ment 1. Then, 439 non-editing sites of Ara, 399 sites of Bra and 531 sites of Ory were ex-
tracted as negative samples by the self-programmed procedure in attachment 2. The re-
sulting training and test sets for the three datasets of Ara, Bra and Ory were obtained. 

3.1.2 Sources and composition of the validation set 
ATPase DNA and RNA were extracted from buds of six tobacco lines according to 

the general method (replicated three times). PCR results for DNA and complementary 
DNA (cDNA) of atp9, atp6, orf25, orfB and atp1 were showed in attachment 4, and a total 
of 180 PCR results were sequenced. The five target genes of tobacco were sequenced at 
225 bp, 1,188 bp, 597 bp, 471 bp and 1,530 bp, corresponding to cDNA templates with PCR 
products of 338 bp, 1,300 bp, 837 bp, 604 bp and 1,600 bp in length, which were similar to 
the above DNA bands. The alignment results showed that both the amplified DNA se-
quences and cDNA sequences were consistent with the GenBank references, and the result 
supported that the amplified products were derived from the target genes. 

RNA editing sites for the five target genes were confirmed by aligning DNA and their 
cDNA sequences, and all RNA editing types were found to be from C to U(T) (Table 2). 
There were ten, six, ten, four and six editing sites for atp9, atp6, orf25, orfB and atp1 genes 
in tobacco maintainer lines and even fewer in CMS lines, so a maximum of 36 positive 
samples were collected as the validation set in this study. Then the C-centered negative 
samples were searched according to attachment 2 and a total of 33 were matched. Thus, 
the total number of samples from the validation set of tobacco mitochondrial ATPase 
reached 69. 
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Table 2 Edited sites of the ATPase from tobacco. 

Gene

s 
Sites 

Edited bases 

changes 
Gene

s 
Sites 

Edited bases 

changes 
Gene

s 
Sites 

Edited bases 

changes 

M/S M/S M/S 

atp9 20,50,212 TCA→TTA  658 CGC→TGC/-  416 ACT→ATT 

 81 GTC→GTT/-  683 TCG→TTG/- orfB 47 TCA→TTA 

 82 CTT→TTT  1100 TCT→TTT/-  58 CTC→TTC 

 90 TCC→TCT orf25 59 TCT→TTT  76 CCT→TCT 

 92,182 TCG→TTG  71,89,395 TCA→TTA  443 CCA→CTA 

 191 CCA→CTA/-  215 TCG→TTG atp1 1039 CCC→TCC 

 223 CAA→TAA  227 CCC→CTC  1178 TCA→TTA 

atp6 466 CCA→TCA/-  248 CCT→CTT  1216 CTT→TTT 

 545 TCA→TTA/-  251 CCG→CTG  1292 CCG→CTG 

 602 CCG→CTG/-  407 CCA→CTA  1415,1490 CCA→CTA/- 

Notes: editing sites were underlined, and - implied there were no editing sites in the sterile lines.  

3.1.3 Description extraction of four datasets 
Description extraction was performed on all samples, of which there were 12 P-fea-

tures, 64 T-features, 1024 M-features and 25 A-features. It should be especially noted that 
there were only 8 P-features of Ara affected by the threshold. 

3.2 Dataset classification 
All positive and negative samples of the mitochondrial genomic datasets of Ara, Bra 

and Ory were randomly arranged using MATLAB software, and then the training and 
test sets were divided in five ratios of 5:5, 6:4, 7:3, 8:2 and 9:1. Meanwhile, samples from 
tobacco mitochondrial ATPase all consituted the validation set. The detailed classification 
of all datasets was listed in Table 3. 

Table 3 Dataset profiles for the four crops 

  Positive samples  Negative samples  Total samples 

  5:5 6:4 7:3 8:2 9:1  5:5 6:4 7:3 8:2 9:1  5:5 6:4 7:3 8:2 9:1 

Ara Training sets 226 271 316 352 400  220 264 309 362 403  446 535 625 714 803 

 Test sets 228 183 138 102 54  219 175 130 77 36  447 358 268 179 90 

Bra Training sets 201 235 283 331 375  210 258 292 326 364  411 493 575 657 739 

 Test sets 222 188 140 92 48  189 141 107 73 35  411 329 247 165 83 

Ory Training sets 235 286 333 386 430  273 323 378 426 484  508 609 711 812 914 

 Test sets 250 199 152 99 55  258 208 153 105 47  508 407 305 204 102                     

Tobacco Validation sets   36      33      69   

3.3 Evaluation of different feature groups and different training-test set ratios 
It should be noted that it was impossible to know which ratio was the best when 

making a priori statistical difference table, and this manuscript could only choose the com-
mon ratio of 6:4 between the training and test sets for feature analysis. To understand the 
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effect of 15 groups of features on editing site recognition, the SVM results of the independ-
ent tests were shown in Figure 1A. Since the difference in feature accuracy between Ara 
and Ory was evident, it is more meaningful to evaluate using the mean value, whereby 
the most features combination (P+A+T+M) was known to be the best. After determining 
the best feature group, five different training-test set ratios were assessed, and the results 
in Figure 1B revealed that the prediction accuracy improved to different degrees as the 
training set ratio increased, with 9:1 being the best. 

 
     A               B 

Figure 1 Comparison of classification results of seven groups of features (A) and five ratios of 
training-test sets (B) 

3.4 Evaluating the models after screening by HDSN method 

3.4.1 Evaluating the five ratios training-test sets 
The total number of features in the optimal group amounted to 1125 (with 1121 for 

Ara), but the redundant descriptors needed to be removed for more efficient modeling. 
High-dimensional feature screening was performed with the HDSN method on all pro-
portions of the training sets for the three species, where each training set was screened 20 
times. The results of a total of 300 independent tests of our novel iPReditor-CMG method 
showed (Figure 2 and Attachment 6) that 1) in the Ara and Ory datasets, the mean values 
of the three evaluation indexes (ACC, Sn and Sp) were significantly highest and even 
highly significant when the training set accounted for 90% of the total dataset, and 2) in 
the Bra dataset, the highest mean values were found when the training set was 80%. It 
was remarkable that Sn (0.72±0.05) and Sp (0.82±0.03) were not significantly lower than 
the corresponding highest values (0.73±0.05 and 0.84±0.04) when the training set was 90%, 
while ACC (0.78±0.02), although significantly lower than the highest value (0.79±0.03), was 
still the second highest value. 
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Figure 2 Comparison results of the five proportional training-test sets after screening by HDSN 
method. (“**” and “*” were indicated by DMRT for highly significant differences (p < 0.01) and 
significant differences (p < 0.05), respectively. Rules for marking the significant differences in the 
evaluation values of each group: if the mean value of 9:1 was the maximum, it was compared with 
those of the other four ratios from high to low, marking only the first significant difference; if the 
mean value of 9:1 was not the maximum, it was compared with the lower mean values from high 
to low, and with the higher mean values from low to high, again marking only the first significant 
difference.) 

3.4.2 Validity evaluation of the iPReditor-CMG model based on reference models 
To evaluate the validity of our iPReditor-CMG models, five reference models, namely 

tree-based statistical model (TSM) [15], random forest (RF) [15], predictive RNA editor for 
plant mitochondrial genes (PREP-Mt) [16], RNA editing site prediction by genetic algo-
rithm learning (REGAL) [17], and Du-SVM [18], were selected for comparison. The two 
models, TSM and RF, were relatively simple and performed moderately well in predicting 
which C would be edited to U, providing the first quantitative prediction models for RNA 
editing sites in plant mitochondria. Previous analyses showed that the identity of the nu-
cleotide -1 to the edited C and the estimated folding free energy of the 41 nt region sur-
rounding the edited C were the most important variables in distinguishing most editing 
sites, but also found that the information individually was not sufficient to make highly 
accurate predictions [15]. PREP-Mt could recognize RNA editing sites in plant mitochon-
drial coding genes [16]. REGAL could optimize genetic algorithm-based variables by set-
ting a weight when C was most likely to be edited in a given sequence, and then using the 
optimized weights and scoring functions to score each C in the test set and determine 
whether a threshold for whether it was likely to be edited [17]. Subsequently, Du et al. 
developed the Du-SVM model based on SVM combined with a triplet feature extraction 
method to further optimize the SVM results, which was the first time that only nucleic 
acid sequence features were used to predict the editing sites [18]. In our study, the novel 
prediction model for crop mitochondrial genome editing sites, iPReditor-CMG, was con-
structed by combining the nonlinear modeling method SVM, the multiscale feature ex-
traction methods and the nonlinear feature screening method HDSN, and the results of 
our independent test analysis showed that the new model outperformed any other refer-
ence models with an average accuracy of 0.85 (Table 4). The iPReditor-CMG model both 
minimized redundant features and maintained high accuracy, and the model simplified 
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the prediction process by extracting DNA sequence features. In summary, the novel mod-
els we developed could provide more accurate predictions for C-to-U editing sites with 
better generalization ability .  

Table 4 Comparison of ACC values of different prediction methods 

 TSM 
[15] 

RF 
[15] 

REGAL 
[17] 

PREP-Mt 
[16] 

Du-SVM 
[18] 

SVC-
HDSN 

Ara 0.71 0.74 0.81 0.82 0.85 0.91 
Bra 0.69 0.77 0.77 0.87 0.85 0.84 
Ory 0.71 0.72 0.75 0.83 0.83 0.81 

Mean 0.70 0.74 0.78 0.84 0.84 0.85 

3.4.3 Evaluation of the iPReditor-CMG model based on interspecific validation 
The generalization ability of a model refers to the predictive ability of the model for 

unseen data, therefore a better prediction model should have a high generalization ability 
[27]. To further investigate the effectiveness of our iPReditor-CMG model in predicting 
mitochondrial genome editing sites in different crops, we performed interspecific predic-
tion for three species, Ara, Bra and Ory. After screening by the previous HDSN method, 
100 training sets had been obtained for each species. Since species variability was present 
in P-feature positions, all training sets could only retain A, T and M features for interspe-
cific validation; while the test set samples consisted of all samples of each species with 
features referenced to their corresponding training set features. A total of 600 interspecific 
prediction results revealed (Table 5) that Ara and Bra were predicted independently of 
each other with an accuracy of up to 0.78, while the accuracy involving Ory did not exceed 
0.56. 

Table 5 Comparison of interspecific independent prediction results of iPReditor-CMG 

Training set  Test set 
ACCmax ACCmean 

Training set  Test set 
ACCmax ACCmean 

Species Number  Species Number Species Number  Species Number 

Ara 100  Bra 100 0.78 0.72±0.05 Ara+Bra 5  Ory 5 0.58 0.55±0.02 

   Ory 100 0.54 0.53±0.01 Ara+Ory 5  Bra 5 0.75 0.71±0.03 

Bra 100  Ara 100 0.78 0.72±0.06 Bra+Ory 5  Ara 5 0.77 0.74±0.02 

   Ory 100 0.55 0.53±0.01        

Ory 100  Ara 100 0.56 0.50±0.02        

   Bra 100 0.55 0.50±0.02        

The original dataset after feature extraction was further combined in pairs according 
to species, and the training set was obtained after removing redundant features using 
HDSN method (repeated five times), and the corresponding test set was identified from 
the remaining another species based on the screening results. The results dispalyed (Table 
5) that the accuracy of independent predictions was poor when Ory alone was used as the 
test set, but only slightly decreased when Ory was combined with other species. The over-
all trend was consistent with the interspecific results between individual species described 
above, which may be attributed to the fact that Ara and Bra originated from the same 
dicotyledons, whereas Ory being a monocotyledon. It is hypothesized that the closer the 
origin of the species, the more similar the sequence coding mechanism adjacent to the 
editing site seems likely to be. Therefore, the iPReditor-CMG model should have better 
generalization ability in predicting the editing site of dicotyledons. 
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3.4.4 Validity evaluation of the iPReditor-CMG model based on the validation sets 
To further verify the generalization ability of the iPReditor-CMG model, the self-se-

quenced RNA editing sites of tobacco mitochondrial ATPase were also evaluated as the 
validation set. Based on the 300 sets of features reserved in the training sets, 300 validation 
sets from tobacco were also obtained accordingly. After independent testing, a total of 600 
ACC values from the test sets of Ara, Bra, and Ory and the validation sets of tobacco were 
analyzed synthetically to obtain 31 high-precision models (i.e., the models with the high-
est or double-high ACC values in the test or validation sets were regarded as high-preci-
sion models) (Attachment 5) and 2 optimal candidate models (Ara_9_1 and Ara_9_4, 
where 9_1 and 9_4 respectively denoted the first and fourth results of 20 repetitions at a 
training-test set ratio of 9:1) (Table 6). The analysis of the two best candidates was gener-
ated by the same proportion of the same species, with Ara_9_1 having more features and 
lower accuracy in the validation set but highest accuracy in the test set, while Ara_9_4 had 
fewer features and fairly high accuracy in both the test and validation sets, although not 
the highest accuracy. Sn and Sp represented the prediction accuracy for positive and neg-
ative samples, and the results in Table 6 supported the stability of the two optimal candi-
date models without overfitting. 

Table 6 Evaluation of the optimal models 

  Screening times Preserved features Sn Sp ACC 

Ara_9_1 Test set 
3 400 

0.91 0.90 0.91 

 Validation set 0.81 0.77 0.79 

Ara_9_4 Test set 
10 44 

0.83 0.90 0.87 

 Validation set 0.81 0.91 0.86 

Overall, the Ara data set exhibited very high accuracy (Appendix 5) with 2% of the 
models having ACC values above 0.90 and 29% above 0.80, whereas there were no models 
with ACC values above 0.90 in the Bra and Ory datasets, but 6.5% and 2% of the models 
were above 0.80, respectively. It was speculated that the reasons for this phenomenon 
might be the following: 1) the homology between Arabidopsis thaliana and tobacco was 
higher, with more than 70% sequence similarity for the five genes in the validation set; 2) 
the proportion of positive and negative samples was balanced in the Ara dataset, followed 
by the Bra dataset and least in the Ory dataset, so the imbalance between positive and 
negative samples might be a more important reason for the slightly lower prediction ac-
curacy of the Bra and Ory datasets. To effectively utilize the information from the existing 
dataset, all the positive samples were corrected in this investigation, which resulted in a 
change in the number of positive samples compared to the reference, while the negative 
samples remained uncorrected. Even with the imbalance of positive and negative samples 
in the newly modified datasets, the prediction accuracy of the iPReditor-CMG model was 
still significantly improved over the reference methods in the Ara dataset and similarly in 
the Bra and Ory datasets. Therefore, the prediction accuracy of our novel model might 
still be further improved if the sample sequence homology could be increased and the 
sample imbalance could be decreased. 

3.5 Establishment of an interpretability system for the best model 
The Ara_9_1 and Ara_9_4 models were considered as candidates for the best because 

they had the highest ACC values and fewer features. Many previous researches have in-
dicated that SVM has better generalization but weaker interpretability in some nonlinear 
fields, for which we analyzed two best candidate models according to the previously es-
tablished SVM interpretability system [28]. Their ROC curve plots were presented in fig-
ure 3, and since the closer the AUC value (area under the ROC curve) was to 1, the better 
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the accuracy of the model prediction was [29], Ara_9_1 (AUC = 0.88) was judged to be 
better than Ara_9_4 (AUC = 0.79). Therefore, Ara_9_1 should be the best model and an 
interpretable analysis was then performed on it after a comprehensive comparison. 

 

Figure 3 The ROC graph of two best candidate models 

In the Ara_9_1 model, P-, A-, T- and M-features were all involved. All feature varia-
bles of the Ara_9_1 model were evaluated using the SVM-based t-test, and the top ten 
features were listed in Table 7, of which the top five features were all P-features and the 
features ranked 6th to 10th were all M-features. In our P-feature extraction procedure, the 
presence of a difference threshold (= 0.1) might lead to poor local interpretation, but the 
P-features were still ranked so high that overall it indicated that the frequencies of the four 
bases of the sequences with editing sites were extremely different from those of the normal 
sequences. Then, the M featured sequences ranked 6th to 10th were TGACA, ACAAC, 
GTAGA, CCGTT and TAACA, but no similar was previously reported in the literature. 
These variables were closely related to the C-to-U editing phenomenon and further exper-
imental validation was needed to understand their possible functions. 

Table 7 top 10 variables evaluation for Ara_9_1 model 

Ranking Features t Ranking Features t 

1st P1 16.09 6th M900(TGACA) 15.56 

2nd P4 15.93 7th M65(ACAAC) 15.56 

3rd P3 15.64 8th M712(GTAGA) 15.54 

4th P2 15.61 9th M367(CCGTT) 15.54 

5th P7 15.58 10th M772(TAACA) 15.53 

Notes: In the column of features, P1 indicated the 1st feature among P-features, M900(TGACA) 
denoted the 900th feature among M-features with a feature sequence of TGACA, and so on. 
(t0.05/900 = 1.96, t0.01/900 =2.58). 

4. Conclusions 
To effectively analyze the important biological issue of crop mitochondrial editing, 

fifteen groups of DNA sequence features were extracted from four crops in this manu-
script, and a large amount of redundant information was removed using the feature non-
linear screening method HDSN developed in our laboratory. Subsequently, the iPReditor-
CMG prediction models were constructed based on nonlinear SVM, and the results of 
independent tests from multiple perspectives showed that the advantages of our models. 
The model greatly simplified feature sources and reduced the computational effort, while 
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still maintaining a high level of accuracy. The research will play an important role in iden-
tifying crop mitochondrial editing sites and even analyzing major bioscience concerns re-
lated to editing-based fertility in crops. 
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Attachment 1  
function  [ pos_sample ] = extract_position( seq,pos_index ) 
n = length(pos_index); 
nucleotide = seq(pos_index); 
for i = 1:n 
    if strcmp(nucleotide(i),'C') 
        front = pos_index(i)-250; 
        behind = pos_index(i)+250; 
pos_sample{i,1} = seq(front:behind); 
else 
       front = pos_index(i)-250; 
       behind = pos_index(i)+250; 
       temp_sample = seq(front:behind); 
       temp2 = seqcomplement(seqreverse(temp_sample)); 
       pos_sample{i,1} = temp2; 
    end 
end 
end 

Attachment 2  
function  [ seq_500 ] = get_neg( ara_seq, ara_neg ) 
%GEN_NEG Summary of this function goes here 
% From 41 windows to 501 windows 
% ara_seq: Original sequence, ara_neg: Sequence with window 41 
%   Detailed explanation goes here 
 [m,~]=size(ara_neg); 
for i = 1:m 
    temp = ara_neg{i}; 
    index = strfind(ara_seq, temp); 
    if ~isempty(index) 
       seq_500{i} = ara_seq((index-230): (index+270)); 
    else 
       temp_comre = seqcomplement(seqreverse(temp)); 
       index_re = strfind(ara_seq, temp_comre); 
       temp2 = ara_seq((index_re-230): (index_re+270)); 
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       seq_500{i} = seqcomplement(seqreverse(temp2)); 
    end 
end 
end 

Attachment 3  
function  [ tri_fea ] = triplet_fea( seq ) 
%TRIPLET_FEA Summary of this function goes here 
%   Detailed explanation goes here 
nu = {'A','T','C','G'}; 
table = get_table(nu); 
m= length(seq); 
fea= []; 
for ii = 1:m 
   temp = seq{ii}; 
   for jj = 1:64 
   index = strfind(temp, table{jj}); 
   number(jj) = length(index)/499; 
   end 
   fea =  [fea;number]; 
   fprintf('finished %d\n sequeces', ii); 
end 
tri_fea = fea; 
end 
 
function table = get_table(nu) 
table = {}; 
n=0; 
for i = 1:4 
    temp1 = nu{i}; 
    for j = 1:4 
        temp2 = nu{j}; 
        for k = 1:4 
            temp3 = nu{k}; 
            n = n+1; 
            table{n}= [temp1, temp2, temp3]; 
        end 
    end 
end 
end 

Attachment 4 

          

atp9                                     atp6 
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orf25                                    orfB 

  

atp1 

Figure. Electrophoretogram of PCR products of DNA (left) and cDNA (right) of 
ATPase genes in tobacco mitochondria. (M: DL2000 DNA Marker; 1: SZY90; 2:MZY90; 3: 
SYY85; 4: MYY85; 5: SK326; 6: MK326) 

Attachment 5 

Table Twenty evaluated results using HDSN method of five different proportions datasets in four crop mitochondria 

Species Ratios  

Test set/Validation set 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Ara 

5:5 

ACC 0.80/0.71 0.80/0.56 0.79/0.75 0.78/0.76 0.78/0.73 0.78/0.72 0.78/0.69 0.78/0.68 0.78/0.66 0.77/0.73 0.77/0.69 0.77/0.66 0.77/0.62 0.76/0.75 0.76/0.65 0.76/0.63 0.75/0.75 0.74/0.59 0.73/0.63 0.73/0.55 

Sn 0.74/0.45 0.76/0.48 0.75/0.63 0.71/0.75 0.72/0.66 0.73/0.63 0.70/0.60 0.74/0.63 0.79/0.84 0.72/0.51 0.76/0.66 0.72/0.57 0.76/0.63 0.69/0.57 0.73/0.69 0.73/0.60 0.64/0.54 0.73/0.63 0.69/0.60 0.67/0.78 

Sp 0.85/0.94 0.83/0.63 0.83/0.86 0.85/0.77 0.83/0.80 0.83/0.80 0.85/0.77 0.82/0.72 0.77/0.50 0.82/0.94 0.78/0.72 0.82/0.75 0.78/0.61 0.82/0.91 0.80/0.61 0.79/0.66 0.86/0.94 0.75/0.55 0.77/0.66 0.80/0.33 

6:4 

ACC 0.79/0.85 0.79/0.76 0.79/0.75 0.79/0.73 0.79/0.65 0.78/0.76 0.78/0.75 0.78/0.73 0.77/0.79 0.77/0.71 0.77/0.71 0.77/0.68 0.77/0.66 0.76/0.81 0.76/0.78 0.76/0.76 0.76/0.75 0.76/0.56 0.75/0.66 0.75/0.65 

Sn 0.74/0.81 0.74/0.63 0.73/0.60 0.72/0.69 0.73/0.54 0.72/0.60 0.73/0.60 0.72/0.69 0.73/0.69 0.74/0.51 0.73/0.57 0.69/0.63 0.72/0.54 0.72/0.66 0.70/0.63 0.69/0.66 0.68/0.69 0.72/0.66 0.65/0.63 0.68/0.54 

Sp 0.84/0.88 0.84/0.88 0.86/0.88 0.85/0.77 0.85/0.75 0.84/0.91 0.83/0.88 0.85/0.77 0.81/0.88 0.80/0.88 0.81/0.83 0.85/0.72 0.81/0.77 0.79/0.94 0.82/0.91 0.83/0.86 0.83/0.80 0.80/0.47 0.85/0.69 0.83/0.75 

7:3 

ACC 0.81/0.71 0.81/0.71 0.80/0.78 0.80/0.76 0.80/0.75 0.80/0.73 0.80/0.73 0.80/0.72 0.80/0.63 0.79/0.91 0.79/0.82 0.79/0.76 0.78/0.78 0.78/0.72 0.78/0.68 0.78/0.57 0.77/0.85 0.77/0.73 0.77/0.68 0.77/0.65 

Sn 0.79/0.72 0.77/0.57 0.76/0.60 0.77/0.60 0.76/0.57 0.76/0.54 0.73/0.66 0.75/0.57 0.76/0.63 0.75/0.84 0.72/0.75 0.73/0.63 0.74/0.63 0.76/0.63 0.73/0.54 0.73/0.57 0.76/0.75 0.71/0.57 0.73/0.63 0.77/0.60 

Sp 0.84/0.69 0.84/0.83 0.85/0.94 0.82/0.91 0.84/0.91 0.83/0.91 0.86/0.80 0.85/0.86 0.84/0.63 0.83/0.97 0.86/0.88 0.84/0.88 0.81/0.91 0.80/0.80 0.83/0.80 0.84/0.58 0.79/0.94 0.84/0.88 0.81/0.72 0.78/0.69 

8:2 

ACC 0.83/0.79 0.83/0.72 0.83/0.66 0.83/0.65 0.82/0.81 0.82/0.79 0.82/0.73 0.82/0.71 0.81/0.72 0.81/0.82 0.81/0.81 0.81/0.76 0.81/0.75 0.81/0.68 0.80/0.71 0.80/0.63 0.79/0.76 0.79/0.76 0.79/0.69 0.78/0.68 

Sn 0.80/0.78 0.80/0.78 0.81/0.57 0.77/0.54 0.76/0.72 0.80/0.78 0.83/0.69 0.81/0.81 0.81/0.72 0.75/0.84 0.77/0.66 0.75/0.66 0.77/0.75 0.81/0.72 0.79/0.72 0.76/0.63 0.74/0.63 0.72/0.63 0.76/0.51 0.74/0.66 

Sp 0.86/0.80 0.86/0.66 0.85/0.75 0.87/0.75 0.87/0.88 0.84/0.80 0.82/0.77 0.82/0.61 0.80/0.72 0.86/0.80 0.84/0.94 0.85/0.86 0.83/0.75 0.80/0.63 0.81/0.69 0.83/0.63 0.84/0.88 0.84/0.88 0.81/0.86 0.81/0.69 

9:1 

ACC 0.91/0.79 0.88/0.72 0.88/0.76 0.87/0.86 0.87/0.81 0.87/0.75 0.87/0.75 0.86/0.60 0.86/0.78 0.85/0.66 0.85/0.63 0.84/0.76 0.84/0.76 0.84/0.63 0.83/0.84 0.83/0.81 0.83/0.78 0.83/0.78 0.83/0.69 0.82/0.63 

Sn 0.91/0.81 0.86/0.78 0.86/0.69 0.83/0.81 0.83/0.81 0.86/0.66 0.83/0.66 0.88/0.66 0.86/0.75 0.80/0.69 0.80/0.57 0.83/0.81 0.80/0.57 0.86/0.87 0.75/0.81 0.80/0.78 0.75/0.72 0.75/0.66 0.75/0.66 0.75/0.51 

Sp 0.90/0.77 0.90/0.66 0.90/0.83 0.90/0.91 0.90/0.80 0.88/0.83 0.90/0.83 0.85/0.55 0.87/0.80 0.88/0.63 0.88/0.69 0.85/0.72 0.87/0.94 0.83/0.41 0.88/0.86 0.85/0.83 0.88/0.83 0.88/0.88 0.88/0.72 0.87/0.75 

 

 

 

 

5:5 

ACC 0.78/0.62 0.78/0.46 0.77/0.59 0.77/0.79 0.76/0.57 0.76/0.55 0.76/0.56 0.76/0.50 0.75/0.68 0.75/0.66 0.75/0.56 0.75/0.55 0.75/0.55 0.75/0.44 0.74/0.68 0.74/0.68 0.74/0.55 0.73/0.69 0.73/0.59 0.72/0.52 

Sn 0.69/0.66 0.70/0.48 0.75/0.63 0.71/0.75 0.73/0.60 0.72/0.69 0.70/0.78 0.70/0.54 0.69/0.69 0.69/0.78 0.69/0.51 0.70/0.75 0.66/0.60 0.66/0.48 0.69/0.66 0.69/0.75 0.66/0.63 0.69/0.81 0.69/0.60 0.67/0.69 

Sp 0.85/0.58 0.84/0.44 0.78/0.55 0.82/0.83 0.80/0.55 0.80/0.41 0.81/0.36 0.81/0.47 0.80/0.66 0.81/0.55 0.80/0.61 0.79/0.36 0.82/0.50 0.82/0.41 0.79/0.69 0.78/0.61 0.81/0.47 0.76/0.58 0.77/0.58 0.77/0.36 

6:4 ACC 0.80/0.73 0.79/0.57 0.79/0.66 0.79/0.63 0.78/0.69 0.78/0.56 0.78/0.59 0.77/0.62 0.77/0.63 0.77/0.62 0.76/0.60 0.76/0.49 0.75/0.60 0.75/0.60 0.75/0.59 0.74/0.69 0.74/0.57 0.74/0.57 0.72/0.63 0.72/0.60 
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Bra 

Sn 0.75/0.60 0.74/0.51 0.73/0.57 0.73/0.66 0.76/0.60 0.70/0.39 0.68/0.57 0.73/0.48 0.72/0.51 0.72/0.72 0.71/0.54 0.65/0.54 0.70/0.57 0.68/0.51 0.68/0.51 0.70/0.60 0.70/0.60 0.64/0.45 0.66/0.66 0.64/0.51 

Sp 0.84/0.86 0.83/0.63 0.84/0.75 0.82/0.61 0.79/0.77 0.84/0.72 0.85/0.61 0.79/0.75 0.81/0.75 0.80/0.52 0.79/0.66 0.84/0.44 0.79/0.63 0.81/0.69 0.80/0.66 0.78/0.77 0.78/0.55 0.81/0.69 0.76/0.61 0.78/0.69 

7:3 

ACC 0.80/0.66 0.79/0.56 0.79/0.69 0.78/0.56 0.78/0.63 0.78/0.57 0.78/0.69 0.77/0.73 0.77/0.60 0.77/0.65 0.77/0.71 0.77/0.71 0.77/0.63 0.76/0.62 0.76/0.63 0.76/0.79 0.76/0.65 0.75/0.69 0.74/0.62 0.70/0.71 

Sn 0.72/0.75 0.72/0.66 0.71/0.69 0.70/0.45 0.69/0.63 0.69/0.48 0.68/0.48 0.75/0.90 0.78/0.81 0.72/0.63 0.71/0.69 0.67/0.60 0.65/0.48 0.74/0.63 0.72/0.51 0.66/0.75 0.66/0.57 0.65/0.63 0.67/0.63 0.61/0.66 

Sp 0.86/0.58 0.84/0.47 0.85/0.69 0.85/0.66 0.85/0.63 0.85/0.66 0.86/0.88 0.79/0.58 0.76/0.41 0.81/0.66 0.82/0.72 0.85/0.80 0.86/0.77 0.77/0.61 0.79/0.75 0.85/0.83 0.84/0.72 0.83/0.75 0.80/0.61 0.77/0.75 

8:2 

ACC 0.84/0.75 0.84/0.66 0.83/0.59 0.82/0.76 0.80/0.60 0.80/0.69 0.80/0.65 0.80/0.63 0.79/0.72 0.79/0.71 0.79/0.65 0.78/0.72 0.78/0.79 0.78/0.81 0.78/0.65 0.78/0.72 0.77/0.78 0.76/0.66 0.75/0.66 0.74/0.73 

Sn 0.79/0.69 0.78/0.60 0.76/0.63 0.80/0.81 0.78/0.48 0.76/0.57 0.75/0.63 0.68/0.48 0.73/0.69 0.69/0.66 0.69/0.57 0.78/0.69 0.71/0.78 0.68/0.69 0.67/0.36 0.65/0.75 0.75/0.63 0.71/0.72 0.65/0.63 0.71/0.78 

Sp 0.88/0.80 0.89/0.72 0.88/0.55 0.83/0.72 0.82/0.72 0.83/0.80 0.83/0.66 0.90/0.77 0.83/0.75 0.86/0.75 0.86/0.72 0.79/0.75 0.83/0.80 0.86/0.91 0.88/0.91 0.88/0.69 0.79/0.91 0.81/0.71 0.82/0.69 0.77/0.69 

9:1 

ACC 0.83/0.65 0.79/0.66 0.79/0.71 0.79/0.57 0.79/0.71 0.79/0.63 0.79/0.57 0.78/0.84 0.78/0.60 0.78/0.59 0.78/0.68 0.78/0.65 0.78/0.71 0.77/0.73 0.77/0.72 0.77/0.71 0.75/0.63 0.75/0.60 0.75/0.73 0.73/0.65 

Sn 0.80/0.63 0.77/0.60 0.74/0.69 0.74/0.60 0.71/0.63 0.71/0.51 0.71/0.45 0.77/0.78 0.77/0.66 0.74/0.57 0.71/0.63 0.71/0.75 0.68/0.63 0.71/0.63 0.68/0.69 0.68/0.72 0.71/0.72 0.62/0.54 0.62/0.66 0.74/0.63 

Sp 0.85/0.66 0.81/0.72 0.83/0.72 0.83/0.55 0.85/0.77 0.85/0.75 0.85/0.69 0.79/0.88 0.79/0.55 0.81/0.61 0.83/0.72 0.83/0.55 0.85/0.77 0.81/0.83 0.83/0.75 0.83/0.69 0.79/0.55 0.85/0.66 0.85/0.80 0.72/0.66 

Ory 

5:5 

ACC 0.74/0.78 0.72/0.71 0.71/0.66 0.71/0.66 0.70/0.71 0.70/0.72 0.70/0.68 0.70/0.68 0.70/0.59 0.70/0.56 0.70/0.68 0.70/0.66 0.70/0.63 0.69/0.79 0.69/0.66 0.69/0.62 0.69/0.66 0.68/0.69 0.68/0.71 0.67/0.60 

Sn 0.68/0.72 0.64/0.48 0.65/0.60 0.65/0.57 0.66/0.57 0.64/0.66 0.64/0.57 0.63/0.51 0.63/0.54 0.63/0.39 0.60/0.51 0.60/0.48 0.56/0.54 0.66/0.66 0.65/0.51 0.65/0.51 0.61/0.69 0.63/0.66 0.58/0.72 0.62/0.54 

Sp 0.80/0.83 0.80/0.91 0.77/0.72 0.76/0.75 0.75/0.83 0.77/0.77 0.76/0.77 0.78/0.83 0.78/0.63 0.78/0.72 0.81/0.83 0.81/0.83 0.84/0.72 0.73/0.91 0.74/0.80 0.73/0.72 0.77/0.63 0.73/0.72 0.78/0.69 0.73/0.66 

6:4 

ACC 0.71/0.62 0.70/0.73 0.70/0.68 0.70/0.62 0.69/0.55 0.69/0.68 0.69/0.60 0.68/0.76 0.68/0.81 0.68/0.71 0.68/0.68 0.67/0.65 0.66/0.66 0.66/0.63 0.66/0.66 0.66/0.75 0.66/0.71 0.66/0.60 0.65/0.63 0.65/0.62 

Sn 0.70/0.63 0.64/0.66 0.62/0.57 0.61/0.45 0.62/0.57 0.62/0.48 0.58/0.51 0.65/0.66 0.64/0.84 0.59/0.54 0.59/0.48 0.58/0.45 0.62/0.39 0.60/0.45 0.59/0.54 0.59/0.60 0.53/0.54 0.51/0.42 0.61/0.48 0.56/0.54 

Sp 0.72/0.61 0.75/0.80 0.78/0.77 0.78/0.77 0.77/0.52 0.75/0.86 0.80/0.69 0.71/0.86 0.71/0.87 0.78/0.86 0.77/0.86 0.77/0.83 0.69/0.91 0.73/0.80 0.74/0.77 0.72/0.88 0.78/0.86 0.82/0.77 0.69/0.77 0.73/0.69 

7:3 

ACC 0.73/0.62 0.71/0.68 0.71/0.66 0.71/0.56 0.71/0.63 0.70/0.52 0.70/0.76 0.70/0.69 0.70/0.72 0.69/0.59 0.69/0.55 0.69/0.76 0.69/0.59 0.68/0.57 0.68/0.49 0.68/0.50 0.68/0.79 0.67/0.66 0.67/0.60 0.66/0.57 

Sn 0.66/0.39 0.64/0.63 0.64/0.51 0.64/0.48 0.63/0.51 0.66/0.45 0.63/0.78 0.59/0.45 0.56/0.63 0.66/0.36 0.64/0.63 0.62/0.69 0.60/0.45 0.63/0.51 0.60/0.30 0.60/0.36 0.60/0.81 0.62/0.39 0.61/0.51 0.57/0.45 

Sp 0.80/0.83 0.78/0.72 0.78/0.80 0.78/0.63 0.79/0.75 0.75/0.58 0.77/0.75 0.81/0.91 0.85/0.80 0.73/0.80 0.74/0.47 0.76/0.83 0.79/0.72 0.73/0.63 0.77/0.66 0.76/0.63 0.75/0.77 0.73/0.91 0.73/0.69 0.76/0.69 

8:2 

ACC 0.75/0.68 0.75/0.84 0.75/0.66 0.74/0.62 0.73/0.68 0.73/0.68 0.73/0.62 0.73/0.56 0.72/0.71 0.72/0.59 0.71/0.66 0.71/0.49 0.71/0.63 0.71/0.59 0.71/0.75 0.70/0.65 0.70/0.59 0.70/0.60 0.69/0.69 0.66/0.69 

Sn 0.79/0.54 0.72/0.84 0.68/0.51 0.69/0.48 0.74/0.54 0.72/0.60 0.72/0.57 0.63/0.45 0.73/0.51 0.68/0.60 0.70/0.66 0.69/0.60 0.68/0.48 0.64/0.45 0.60/0.63 0.71/0.72 0.63/0.39 0.60/0.48 0.73/0.63 0.64/0.66 

Sp 0.71/0.80 0.78/0.83 0.82/0.80 0.78/0.75 0.72/0.80 0.74/0.75 0.73/0.66 0.82/0.66 0.71/0.88 0.75/0.58 0.71/0.66 0.73/0.38 0.73/0.77 0.78/0.72 0.82/0.86 0.68/0.58 0.77/0.77 0.79/0.72 0.64/0.75 0.68/0.72 

9:1 

ACC 0.81/0.66 0.80/0.79 0.78/0.69 0.77/0.59 0.77/0.59 0.76/0.63 0.76/0.62 0.76/0.65 0.76/0.68 0.75/0.66 0.75/0.63 0.74/0.65 0.74/0.76 0.74/0.68 0.74/0.62 0.72/0.72 0.72/0.71 0.71/0.66 0.71/0.72 0.70/0.62 

Sn 0.78/0.57 0.74/0.87 0.72/0.66 0.74/0.63 0.72/0.45 0.74/0.72 0.72/0.66 0.70/0.51 0.65/0.63 0.72/0.51 0.72/0.54 0.72/0.66 0.70/0.54 0.70/0.60 0.68/0.66 0.76/0.63 0.70/0.57 0.74/0.60 0.70/0.60 0.63/0.42 

Sp 0.83/0.75 0.85/0.72 0.83/0.72 0.80/0.55 0.81/0.72 0.78/0.55 0.80/0.58 0.81/0.77 0.85/0.72 0.78/0.80 0.78/0.72 0.76/0.63 0.78/0.97 0.78/0.75 0.80/0.58 0.69/0.80 0.74/0.83 0.69/0.72 0.72/0.83 0.76/0.80 

Note: the better models were bolded. 
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