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Abstract- This paper presents a robust and efficient fault detection and diagnosis framework for handling small faults
and oscillations in synchronous generator (SG) systems. The proposed framework utilizes the Brunovsky form
representation of nonlinear systems to mathematically formulate the fault detection problem. A differential-flatness model
of SG systems is provided to meet the conditions of the Brunovsky form representation. A combination of high-gain
observer and group method of data handling neural network is employed to estimate the trajectory of the system and to
learn/ approximate the fault and uncertainties associated functions. The fault detection mechanism is developed based on
output residual generation and monitoring so that any unfavourable oscillation and/or fault occurrence can be detected
rapidly. Accordingly, an average L1-norm criterion is proposed for rapid decision making of faulty situations. The
performance of the proposed framework is investigated for two benchmark scenarios which are actuation fault and fault
impact on system dynamics. The simulation results demonstrate the capacity and effectiveness of the proposed solution
for rapid fault detection and diagnosis in SG systems in practice, and thus enhancing service maintenance, protection, and
life cycle of SGs.

Keywords: Group Method of Data Handling Neural Network, High-Gain Observer, L1-Norm Criterion, Output Residual
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1. Introduction

Fault detection and identification (FDI) approaches for nonlinear systems have drawn attention in the last few decades,
as they play a vital role for modern complex systems with a higher reliability requirement. Particularly, FDI design
tackling the actuator faults is of significance. This is due to the key role of actuator effort on system stability and
performance. In contrast to sensors for which the physical redundancy can be readily realized, several identical actuators
are costly to be implemented as well as the increased weight, occupied space, and data acquisition complexity. On the
other hand, for the large interconnected systems, e.g. wind farms [1], it is not easy to isolate the actuator faults. This stems
from the different sources that cause the final malfunctions. More importantly, in the case of a small actuator fault, its
symptoms may be buried in the system uncertainties or external disturbances. In such a case, the well-known approaches,
such as observer design [2], parameter estimation [3], and parity space [4], fail to operate satisfactorily. It is worth noting
that even though the actuator fault is small it still may lead to degraded performance, instability or even catastrophe.

In safety-critical systems such as synchronous generator (SG) systems, which are subject to hazardous operation
conditions, even small hidden faults can result in the loss of generator impacting the stability of the entire grid. Stator
faults or ground faults in the stator windings are classified as common generator faults. The small fault currents occur
specifically when the SG systems are grounded with high impedance. However, it is extremely difficult to detect such
small-scale faults just by relying on differential protection functions[5]. A common solution to overcome this issue is to
simultaneously use neutral overvoltage relays, percentage differential relays, and third harmonic schemes. As documented
in the literature, fault detection based on the generator neutral and terminal third harmonic voltage characteristics are
restricted to the factors such as loading and generator design and configuration. Moreover, the proposed solution imposes
an extra cost on the SG systems and additional complexity for service maintenance, protection, and real-world
applications [5-7].

In this regard, a robust FDI system, with the capacity of fast detection of small faults, can contribute to the fault-tolerant
control (FTC) module to maintain the stability and overall performance of the SG systems. In addition, the early detection
of such small faults in the generator can significantly contribute to decreasing the maintenance/replacement cost and
outage period. As such, different hardware-based, model-based, and data-driven approaches have been proposed in the
literature [8-18]. A conventional class of FDI in the literature is called hardware redundancy techniques which employ
multiple identical components for monitoring and acquiring data of interest and validation in a system [19-21]. However,
the main disadvantage of this approach is imposing cost, weight, and complexity on the system. Moreover, the redundant
hardware is usually used as a backup system at the occurrence of the fault and it is not able to provide any information of
fault features such as fault time, fault shape, and its amplitude [10, 11, 20]. The second class of FDI approaches is called
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model-based techniques (analytical redundancy), which is established upon the mathematical model of the underlying
system. In this category, observer-based methods are quite popular as they can either estimate states and faults of the
system directly or compare residual evaluation function with a predefined/adaptive threshold. In this regard, sliding mode
observer-based FDI (SMOFDI) is one of the popular model-based techniques which have been extensively used due to
its accuracy, fast convergence, and robustness against disturbances [22-28]. For example, in [29-31], the concept of first-
order SMO is utilized for actuator fault detection and in [9], the SMOFDI utilizes the principle of the equivalent injection
signal to reconstruct the fault or the quantity of non-measurable system parameters. To generate a chattering-free
equivalent output injunction signal, the use of low pass filters are essential; however, this imposes some delays and
consequently impact the accuracy of estimation and stability of the underlying system [32]. More recently, higher-order
sliding mode observer (HSMO) techniques have been proposed to accommodate the need for low pass filters while
producing chattering free continuous estimations [33, 34]. In [35], the HSMO technique for detecting a fault in a linear-
time invariant system is proposed and the necessary and sufficient condition of finite-time convergence is provided.
However, the application of the proposed solution is restricted in practice as the information of higher-order derivatives
of the sliding surface is required. In [36], an adaptive super-twisting sliding mode observer for actuator FDI is proposed.
This technique enables the system to adapt and maintain sliding motion while the system is experiencing high frequency
oscillation failures.

Finally, the third class of FDI approaches is called data-driven techniques which have been employed for fault detection
and protection in SG and interconnected power systems [8, 12, 14-16, 18, 37]. The fundamental of these techniques is to
use available sensory data for the purpose of detection and diagnosis without knowledge of physical modelling of the
underlying system. As opposed to the model-based techniques, the data-driven solutions are load-dependent and require
additional sensors although their performance do not highly dependent on the accuracy of the model and parameter
estimation. The main drawbacks of the data-driven solutions, however, are the limitation in rapid and accurate detection
and diagnosis of different fault types and high computational training and tuning demanding, which makes their real-time
implementation difficult [37, 38].

To overcome the inadequacies of FDI development for SG systems discussed above, this paper develops a systematic and
mathematically proven robust and efficient FDI approach with the capacity of rapid detecting and handling small faults
and oscillations in practice. The FDI mechanism in this paper is developed based on output residual generation and
monitoring so that any unfavourable oscillation and/or fault occurrence can be detected rapidly. To generate the residual
for the FDI purpose, first, a bank of high-gain observers is constructed for both normal and faulty modes of the monitored
system. A promising technology of group method of data handling neural network (GMDHNN) is utilized for the
approximation of unknown dynamics and fault functions in the SG system. The rationale behind the use of GMDHNN in
the proposed FDI system is to utilize a computationally efficient set of hierarchically connected networks rather than a
complex neural model for uncertainty and system fault approximation which accommodates the difficulties of rapid fault
detection in practice. Finally, an average L1-norm criterion is proposed for rapid decision making of faulty situations. In
summary, this paper provides the following contributions:

- A systematic FDI procedure with the capacity of rapid detection of small faults and oscillations in the SG system is
presented.

- A differential flatness approach is employed to model the SG system in a Brunovsky form utilizable for the FDI
procedure.

- A bank of a practically implementable high-gain observer is developed for state estimation of the SG system in both
healthy and faulty mode.

- A computationally efficient and real-time implementable GMDHNN is developed to approximate unknown
dynamics and fault functions in the SG system.

- A decision masking mechanism for the detection of small oscillation and fault occurrence based on an average L1-
norm criterion is proposed.

The rest of the paper is organized as follows. In Section 2, technical preliminaries and problem statements are presented.
In Section 3, first, the original third-order model of SG is presented and then the flatness-based representation is developed
to meet the condition of Brunovsky form systems described in Section 1. In Section 4, the GMDHNN-based FDI design
procedure including the essence of GMDHNN, high-gain observer design, and FDI decision-making mechanism is
discussed in detail. Section 5 demonstrates simulation results and performance evaluation of the proposed FDI system for
two benchmark scenarios of actuation fault and fault impact on the system’s dynamics. Finally, Section 6, presents the
conclusion of this paper.
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2. Technical Preliminaries and Problem Description
2.1. Technical Preliminaries

Let us consider the strict feedback nonlinear system in a Brunovsky form including faults and disturbances as (1):

X, = Xy
X, = X3

] (D
Xp—1 = Xy
X = (0%, 0, xD) + g (2, %, e, D )u 4+t — TA? (x,u) + d(6)
y=x

where x; € R, i =1, ...,n, is the unknown states vector, u € R represents the control input vector, y € R is the output,
f(.) is the continuous nonlinear function of the system dynamics, g(.) represents the continuous nonlinear mapping
function associated with the input, and A?(.) represents the impact of the fault ¢ on the system dynamics. Indeed, the
variation of A?(.) deteriorates the actuator effort g(.)u. On the other hand, n(t — Ty) is the fault time profile including
the unknown fault time occurrence of Ty, such that for t < Ty, n(t — T,) = 0, otherwise n(t — Ty) = 1. d(t) represents
unknown bounded disturbances.

To initiate the design, the following assumptions are made in the design procedure.

Assumption 1. The system states and controls are always bounded even under faults, that is (x,u) € Q € R"*!, vt >
t, where Q is a compact set. It is assumed that the disturbance is bounded, i.e., |d(t)| < d , where d > 0 and d is known
constant.

Assumption 2. The continuous nonlinear functions f(.) and g(.) can be expressed as a combination of a nominal part
and an unknown part, that is:

0%, x® D) = £ (2, %, o, x D) +u(x, %, o, x D) )
g(x,%, .., x V) = g, (x, %, .., xV) + 0 (x, %, ..., xT7D) 3)

where f,(.) and g,(.) are the nominal parts of f(.) and g(.), respectively and v(.) and o(.) represent unknown
continuous bounded uncertainties associated with f(.) and g(.), respectively.

Assumption 3. The systems trajectories in normal and fault modes are presented as ¢°(x(t < Ty),u(t < T,)) and
¢ (x(t = Ty),u(t = Ty)) , respectively, and are in oscillations.

Assumption 4. The nonlinear terms f,(.) , go(-) , v(.), o(.), and A?(.)are local Lipchitz around x, i.e.,

1o (x, %, o, x®D) = £,(2,%, ..., D) | < pylx — 2] 4)
|90(%, %, .., x®D) — g, (%, %, ..., 2"D)| < pylx — £ 3)
lv(x, %, ..., x(D) —u(%, %, e, XD < palx — 2| (6)
lo(x, %, .., x® D) — o(%, %, e, XD < pylx — 2| 7
|A? (x,u) — A? (%, )| < pslx — 2| ®)

where p; (i = 1,..,5) represents local Lipchitz constants in the set X', where X is the system operation set, i.e., Vx,X €
X ,Vu €U, and U is an admissible control set.

Assumption 5. The fault magnitude ratio factor is bounded and defined as:

0<p= —'A“’%"”)' <1 )

where £ is the upper bound of the modelling uncertainty g = v(.) + ¢(.) +d(t), i.e., [v(.) +o() +d(®)| < B.

Remark 1. Assumptions 1 and 4 considers the reasonable aspects of the practical dynamic systems, i.e. the unbounded
signals and their variation are not admissible. Assumption 2 considers the system uncertainties, covering a variety of
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model mismatches and variations. Assumption 5 stands for the small faults, i.e. the fault size is smaller than the upper
bound of model uncertainties and disturbance. In such a case, the system state variation due to the fault may be buried
under the effects of model uncertainties and disturbance. Therefore, most developed FDI schemes fail to detect the fault
accurately [39-41].

2.2. Problem Description

The main objective of this paper is to develop a rapid FDI system for the SG model to be used in real-time and in practice.
In order to develop a rapid fault detection system for the SG model, enabling detection of even small magnitude faults,
the following requirements should be addressed:

1) The dynamic model of SG should be in a Brunovsky form as described in (1).

Remark 2. The Brunovsky representation of a system is a popular controllable canonical form including a finite set of
integrators which allows implementing the strict state feedback and linear observers. Thus, the differential flatness
property of the system is utilized to transform the original model of the generator into the Brunovsky representation.

2) The SG states in the nominal form should be estimated robustly.

Remark 3. In practice, measurement of all system states is often not available. On the other hand, information of states’
trajectories of SG is essential for persistent monitoring and diagnosis of any small oscillation/ fault in the system. The
nominal states’ trajectories can be estimated robustly via a linear high-gain observer due to the representation of the
system in the Brunovsky form. This is incorporated in the neural network module.

3) The unknown dynamics in (2)-(3) should be approximated accurately.

Remark 4. There exist unknown dynamics and uncertainties associated with the model of generators in practice. These
unmodeled dynamics should be approximated to enable the design of FDI. To solve this problem, a rigorous function
approximator method with the capacity of learning and approximating unknown dynamics in a local region along any
arbitrary recurrent or periodic trajectory should be employed. This results in the exponential stability of the system (1)
and is achieved via GMDHNN.

4) A bank of dynamical estimators should be developed to produce fault residual and consequently detect the real-
time fault occurrence at Ty,.

Remark 5. The dynamical estimators take advantage of the learned knowledge of the system and are established upon a
bank of non-high gain observers to produce necessary information for the residual generation and decision making on the
fault occurrence at Tj,.

In the subsequent sections of this paper, we show how to address the mentioned requirements.

3. The SG Model
3.1. Third Order SG Model

The connection of an SG to a power grid is illustrated in Figure 1. This configuration is known as a single-machine
infinite-bus (SMIB) model. In this model, the generator is contented to the rest of the network via a transformer and purely
reactive transmission lines. The infinite bus is the representation of a machine that rotates at a synchronous speed of w,
and has the capacity to absorb or deliver any energy amount. The classic third-order dynamical model of this configuration
in Figure 1 includes mechanical and electrical dynamic models of SG [42, 43]. The mechanical dynamic of SG is as

5= w—w, (10)

. D w
b= =2 (@) + 2 (P~ P) (a1
where § is power angle of the generator, w is rotor speed with respect to the synchronous reference, w, represents the
synchronous speed of the generator, J is generator’s moment of inertia, P,, is the mechanical input torque to the generator,
D is the damping constant of the generator, and P, is the electrical torque corresponding to the active power of the
generator. The electrical dynamical model of SG is as

Eq = i (Ef - Eq) (12)
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where Eq is the quadrature-axis transient voltage of the generator, E, is the quadrature-axis voltage of the generator, Ef
is the equivalent voltage in the excitation coil, and T, represents the direct-axis open-circuit transient time constant of
the generator.

The algebraic equations of the SG are given in (13).

_xd}; 4 s
E, = Y Eq— (xa — %a)la
E, V.
I; ==L ——cos(6
47 tay  das Q)

Iy = & sin(d)

!

P, = sm(6) (3)

Q, = —cos(d) -y
€ gy Xdz

Ve = \/(Eq — Xqlg)* + (Xq14)?
where x4 = x4 + Xp + X1, Xgz = X4 + X7 + X, x4 represents the direct-axis synchronous reactance, X, is the direct-
axis transient reactance, xr represents the reactance of the transformer, x;, is the reactance of transmission line, I; and I,

are direct and quadrature axis currents of generator respectively, V; represents the infinite bus voltage, Q,is the generator
reactive power that is delivered to the infinite bus, and V; represents the terminal voltage of the generator.

G XL,

: Ve XT

Figure 1. The SG connection to a SMIB model.

T~

Now let us substitute equation (13) into the mechanical and electrical dynamic equations of the SG in (10)-(12). This
results in the complete model of SMIB systems as presented in (14)-(16):

§= 0 o, (14)
. Pm _ woVsE q

w———(a) a)o)+a)05—;x sin (8) (15)
Ey= b+ -2y 6 5(8) +— E 16
L N s( Tao (16)

where T, = % T, represents the time constant of the field winding. The SMIB model indicated in (14)-(16), can be
z

further expressed by the general nonlinear state-space representation of the form (17):
x = fx) +gxu (17)

where x = [6 w E'q]T is the state vector, and f (x) and g(x) are as follows:

(U_(L)O
_b _ P wo VsE, q T
fay =1 T2 (@ @) @0 =5 SO | g = (o, 0.) . (18)
e —_y 0
-= . L xRy 6 5(8)
Tq Tdo Xdx

The control input and the measurable output are defined as u = Ef and y = §, respectively. Evidently, the SG model (18)
does not satisfy the Brunovsky form requirement. This issue is resolved by using the differential flatness concept.

5.2. Flatness-based SG Model

In order to meet the system requirement of Brunovsky form in (1), the differential flatness theory is employed [44] and
then a flatness-based model of SG is developed.
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Definition 1. Suppose system (1) excluding the fault function and disturbance. The proposed system, which is briefly
expressed by x = f(.) + g(.)u, is called differentially flat if there exists an output vector 3 € R™ in conjunction with
mapping functions #A:R™ X (R™)"*1 - R™, ¢: (R™)” - R", and ¥: (R™)"*1 - R™ such that 2 = (21, ..., Zym) =
A(x,u, 1, ..., u™)implies the following expressions :

x=¢ 3 .., 377V)
{u =9(z,%, .., 2M) (19)

Definition 1 demonstrates that all the system states and control can be expressed in terms of the flat output and a finite
number of its derivatives. As a result, the differential flatness theory can be used as a useful tool to transform the general
nonlinear representation of a flat system into a controllable Brunovsky form facilitating the observer and feedback control
design. In the subsequent of this subsection, the flatness-based model of SG is investigated.

Let us define the flat output as z = x;. Then, all state variables and its control inputs of the model (14)-(16) can be written
as functions of the flat output and its derivatives as follows:

(xl =Z

xz = Z
I wpmessaons (20)

_ 2]
lxs = D0Vs i (2)
Z])’CdZ

where
o _B . P_m wo V5x3
Z= 2]Z+ou(, T in(z) (21)

forz # nm,n =0,1,2, .... Slmllarly, the control input can be written as:

. 1
u = Tyo(X5 + i L, - x‘;d ‘a0 5(2)). (22)

Equations (20)-(22) hold the differential flatness property of the SG model. Now let us apply the variable changes as z; =
7,7, = Z,7Z3 = Z . Then, the SG model can be written in the following Brunovsky from:

010 0
Hl=loo01 +|o|v (23)
000 1

where v is the control input for the system (23) and defined as:

_ s s Ny = [ (25—, D Pm __S_ _
v="[,(2,2,2)+g,(2,2,7)u = ((2]2) Z—w 2 2) + wy (2])2 x351 n(z) + 2 % x3Sl n(z)
wo Vs 1 xd—xd ( wo 1 )
—— . cos(z) sin(z ———x cos (z)z - —sin(z 24
2] gz Tqgo *dz @ @) 2] xqz "3 @) ) 2] Tao *as @) (24)

Equation (24) provides the flatness-based model of SG and hence meeting the requirements of the system (1).

4. FDI Design Process

In this section, the FDI mechanism is established based on the GMDHNN and high-gain observer, utilized for the
approximation of unknown dynamics, system states, and fault function in the system (1). To this end, first, the essence of
GMDHNN is briefly presented followed by the role of the high-gain observer that provides estimates of states as a
regressor vector for the proposed GMDHNN. Finally, the residual generation and FDI algorithms are presented.

4.1. The Essence of GMDH Neural Network

The GMDHNN can be employed for nonlinear function approximation and provides more flexibility in design and
robustness in performance over the conventional neural networks such as multi-layer perceptron [45, 46]. The rationale
behind the GMDHNN is to utilize a set of hierarchically connected networks rather than a complex neural model for
function approximation and system identification purposes. Automatic selection of a network structure just based on the
measured data becomes possible in GMDHNN and thus modelling uncertainty, as a result of neural networks structure,
is accommodated to a great extent. The GMDHNN is a layered structure network in which each layer consists of pairs of
independent neurons being linked via a quadratic polynomial. In all layers, new neurons are developed upon the
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connections of the previous layers. In this self-organized neural structure, the input-output relationship is obtained via
Kolmogorov-Gabor polynomial of the form [47-49]:

V=00 + Xt aix; + Xieq Yo axg X + XNig Xioq D=1 QyjreXi XX + o (25)

where y represents the network’s output, the input vector is represented by X = (x1, X2, X3, . . ., Xn), ( @;, @5, @;jx) Tepresents
the coefficient of the quadratic polynomial, and i, j, kK € (1,2, .. ., n).

To implement a GMDHNN, the following steps can be adopted:
- Step 1: Neurons with inputs consist of all possible couple of input variables that are (121) are developed.

- Step 2: The neurons with higher error rates are ignored and other neurons are utilized to construct the next layer.
In this regard, each neuron is used to calculate the quadratic polynomial.

- Step 3: The second layer is constructed via the output of the first layer and hence a higher-order polynomial is
developed. Then Step 2 is repeated to determine the optimal output utilized for the next layer input. This process
is continued until the termination condition is fulfilled, i.e., the function approximation is achieved with the
desired accuracy.

The above procedure indicates the evolution of the GMDHNN structure by which more desired quality of system
approximation and identification can be obtained. This approach addresses the weakness of classic neural networks in
system identification as determination of appropriate structure (including hidden layers and number of neurons) are more
often than not cumbersome and tedious process.

To employ a GMDHHNN for FDI purposes, let us define the network by:

funCe W) = g, ., WL, o w®, W) (26)

where g(.) represents the GMDHNN structure, | denotes the number of layers in the GMDHNN, and nl expresses the
number of neurons in the [** layer. In the proposed network (26), each neuron’s model is as:

O (e, W) = (WL (k)W) 27)

where fn(l) (k) represents the output of the n” neuron in the /" layer based on the k” input signal, £(.) expresses the

nonlinear invertible activation function, 1} (k) are the regressor vectors, and Wn(l) represent the parameter vectors.

Remark 6. Proven in [49], for any function f(k):Q, - R where Q, < RY is a compact set, there exists an ideal
parameter (weight) vector W™ that satisfies the following equation:

0 ={W*eR"™|f(k) —(k) < p(k)™W* < f(k) —e(k),k =1,...,n7} (28)
where £(k) € [ £(k), €(k) ] represents the bounded approximation error.

There exists a spectrum of GMDHNN algorithms in the state-of-the-art for obtaining an ideal weight vector [49, 50]; in
this study, the following theorem is used for updating the weight vector.

Theorem 1. Let us consider the following dynamical GMDHNN for the approximation of a dynamic f{x) in an n"-order
controllable canonical system x, = f(x):

X =—alx— %) +p@'W 29

where y represents the state of dynamical GMDHNN, X, is estimated state variable obtained by any observer, a is the
design constant, and Y(X)TW denotes a GMDHNN used for approximation of f(x). The adaptation law for the weight
vector W is provided by (30):

W =-Ty®) %, — TuW (30)
where T = T'T > 0 is the learning coefficient, u > 0 is a small value, and X,, is defined as %, == y — %,,.
For the sake of brevity, the proof of Theorem 1 is not presented here and can be found in [51].

4.2. High-Gain Observer Design

In the past three decades, the design and development of high-gain observers have been under the attention of nonlinear
system control communities to be used for output feedback control of nonlinear systems [52]. The main idea behind the
high-gain observers is to separate a nonlinear system into linear and nonlinear parts and obtain the gain of the observer in
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such a way that the linear part becomes dominant over the nonlinear part [52, 53]. This is carried out by selecting the
observer gains large enough to converge the observation error into a sufficiently small region in a finite time, i.e., a
neighbourhood of the system state trajectory.

In order to implement the FDI mechanism, the estimate of full states of the system (1) (or equivalently (23)) is required.
To this end, a high-gain observer, which only uses the output information, is designed in the following theorem.

Theorem 2. Consider the system (1) in conjunction with Assumptions 1-5. The following high-gain observer is designed
to estimate the system states, i.e. the estimation error asymptotically converges to a sufficiently small neighbourhood of

the origin.
X =% tak (-9
Xy =& +at(y—9)

[ 31)
fn—l = fn + an—lkn_l (y - 5\/)
% = fo(2% 0, 8Y) + g0 (£, %, , 2OD) U + @i (y — 9)

~

y=x

where a;(i = 1, ...,n) and k are constant values and a; should be chosen in a way that to make s™ + a;s™™ 1 + -+
QAn-1S + &, Hurwitz polynomial with distinct roots; X; is the estimate of the system states x; and § represents the
system’s output estimate.

For the sake of brevity, the proof of Theorem 2 is not presented here as it is similar to the proof of [51, 54].

Remark 7. Theorem 2 indicates that the observer (31) only requires the output y(t) to estimate the states of the system.
To achieve the convergence of the estimates X; to a sufficiently small neighbourhood of the system states, and hence to
reduce the estimation errors, k should be chosen large enough.

It should be noted that known functions associated with f(.) and g(.) in (1) depend on the system states of (1). Therefore,
X; can be used instead of the x; as the input to the GMDHNN to approximate f(.) and g(.) when x; = %;, i.e.:

{f(xde) =S (%) 'ws + (%)

32
(i) = S, (20w, + () 32

where f (xl-|wf) and g(xi|wg) represent approximations of f(.) and g(.) respectively, S¢(X;) and S, (%,) are basis
functions associated with f(.) and g(.) respectively in the GMDHNN, and ¢;(X,) < € is an approximation error. wy and
w, are ideal weight vectors on the compact sets (f,, and €, associated with f(.) and g(.) respectively, which
minimize €;(X,) when x; - X;, i.e..

wy =arg min [feunril Flxidwe) = FOI

33
w, =arg min [sup|g(x;lw;) —g()|] 9

Wg€Qgw xeQ,

4.3. FDI Mechanism

The FDI mechanism in this paper is developed based on output residual generation and monitoring so that any
unfavourable oscillation and/or fault occurrence can be detected rapidly. To generate the residual for the FDI purpose,
first, the following bank of N+1 observers are constructed for both normal and faulty modes of the monitored system (1):

=2+ (-9

X =83+ —9°)
) (34)
AS ~ ~
Xn-1 = x1§L + Kn-1 (y - ys)
$s — s 2s gs(n-1) £s $s gs(n-1) WSTS £ WSTS £s _ s
x5 = fo(%5,%5,..,% )+ go(®S, %5, ..., % Yu+ W S (2 + W, Sy(R%) + K (v — %)

~

S — S
Vo =X
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where ¥ € R™ represents the state vector of the estimator, ° represents the estimated output, ands = {0,1, ..., N}

T — T
indicates the s estimator. Wfs S¢(%°) and WgS §4(%%) compose the GMDHNN for the approximation of the unknown

dynamics and fault functions. K = [, ..., k,]T represents the observer gains which are identical for all normal and fault
estimators.

Theorem 3. The residual §° =y — y° will asymptotically converge to a small neighbourhood of origin if the estimator
gain K in (34) is chosen such that the residual dynamic matrix A = (A — KCT), obtained by comparing (1) and (34),
is stable and for all eigenvalues of A and all the eigenvalues of A satisfy:

Re(=2) > K,(P)ps, s =0,1,..,N (35)

where A = PAP™1, P is a symmetric positive definite matrix, K, (P) is the condition number of matrix P, and p is defined
as follows:

{%=2$mhfws=o 56
ps =Y 1pi, fors=1.2,..,N

where p; represents the Lipchitz constants defined in (4)-(8).

For the sake of brevity, the proof of Theorem 3 is not presented here as it is similar to the proof of [51].

The result of Theorem 3 enables us to utilize the average L1-norm for the FDI mechanism as follows:
- 10t
15Ol =2 [, F*@adrl, =T (37)

where T is a design parameter and represents the time window length of the residual. It should be noted that the robustness
and rapidness of the FDI mechanism are a function of the time window length as the larger T increases the robustness of
the FDI mechanism by making the residual norm (37) less sensitive to noise but decreases the rapidness as the system
should be monitored under a longer residual window time. Hence, the designer deals with a compromise in tuning 7.
Accordingly, by considering (37) and the following lemma, the fault detection decision is made.

Lemma 1- The decision on the occurrence of a fault on the system (1) is made if there exists some finite time like T, ,
and for some s € {1,2, ..., N}, such that ||§°5(T) |, < I¥°(T)l1. This yields the fault detection time tq = Ty — Ty [54].

For the sake of summarization, we exclude the analysis of the fault detectability in this paper and interested readers can
refer to [54].

Consequently, Algorithm 1 summarizes the FDI mechanism of this paper.

Algorithm 1 FDI Mechanism

High-gain Observer

= Construct the high-gain observer (31) to estimate
the states (X; ) and output () of the system (1).

GMDHNN

= Construct a GMDHNN using (26) and (27);

= Use the estimated states ( X; ) in (31) as a regressor

vector in the GMDHNN.

Employ the adaptation law (30) for training the

network and obtaining the ideal weight vector.

= Use the developed GMDHNN for the
approximation of unmodeled dynamics in (2)-(3)
and fault function A? (x, u).

Residual Generation

= Construct the bank of N+ observer (34) for both
healthy and faulty modes of the system.

= Develop the LI-norm residual (37) to constantly
monitor the system status.

Decision Making

= Use Lemma 1 for decision making on the fault
occurrence and determining the fault detection time
td = Td — To.
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5. Results and Discussion

In this section, the effectiveness and robustness of the proposed fault detection system are demonstrated through extensive
simulation studies. To this end, the SG system (23) is simulated based on the parameters tabulated in Table 1. The SG is
excited by u = 2sin(2nt)cos(t) and unknown disturbance d(t) = 0.01sin(t) + 0.02co0s(0.5t) is imposed on the
system. The GMDHNN uses topology as illustrated in Figure 2 and for the training phase, its weighting vector W is
initialized by zero. The weights are updated according to (29) and (30), and the design parameters are chosenas a =1,
['=1.5, 4 = 0.05. Similarly, in the training phase, the design parameters for the high-gain observer (31) are set as @;=
4,a,=8,a;3=12,k=5.

Two scenarios are defined for the performance assessment of the proposed FDI system. In the first scenario, the SG is
experiencing an actuation fault defined as u = 4 + (g, — 1)u where @ is the control signal in the healthy mode and
q,,=0.1, which means 10% fault on the actuator. In the second scenario, a fault model impacting the system dynamics of
the SG, that is A® (x,u) = —x3, is considered.

Table 1. Parameters of SG model.

Parameter Value
Xy 2.1 (pu)
Xq 0.4 (p.u)
H 3.5(s)
Too 8 (s)
D 4
X7 0.016 (p.u)
Xy 0.054 (p.u)
V. 1 (p.u)
P, 0.9 (p.u)

Figure 3 compares the SG’s state trajectories in normal and fault modes. Figure 4 focuses on the comparison of fault
functions and modelling uncertainty involved with the SG. This confirms that magnitudes of both fault functions are
smaller than the SG’s modelling uncertainty that is a sort of indication of the difficulty of detecting such small magnitude
faults in practice (as described in Section 1). Figure 5 represents the estimation of the system’s output under actuator and
system dynamics faults. This confirms the fidelity and high accuracy of both trained GMDHNN and the high-gain
observer for the diagnosis phase of the fault detection process.

To evaluate the performance of the FDI system in the diagnosis phase, a bank of four nonlinear observers (34)
incorporating the knowledge of the trained GMDHNN, is constructed. In this regard, the observer gains are defined as
K1 =41, =8, K3 =12.

In the first scenario, the actuation fault on the SG model is applied at To= 6 sec. The L1-norm residual (37) with a length
of the time interval T=20 is utilized for constantly monitoring the system status. Figure 6 illustrates the profile of L1-
norm residual for both normal and fault modes. This figure obeys Lemma 1 and thus detection of the fault as the residual
of actuation fault becomes smaller than the normal one at the time of the fault detection, that is T4=6.147 sec.

Similarly, in the second scenario, the corresponding fault is applied on the SG model at T¢= 6 sec. Figure 7 shows the
profile of the L1-norm residual of this scenario and confirms that at the time of the fault detection T¢=6.089 sec, the
average L1-norm of the fault becomes smaller than the normal counterpart and thus obeying Lemma 1 and the detection
of the fault very rapidly, t-=0.1 sec.

— 0 3w

X xf
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3 X1 %3 3 *
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2
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Figure 2. Topology of GMDHNN.
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Figure 3. Comparison of SG trajectories in normal and fault modes, a) actuation fault b) fault impacted on the system dynamics.

Maodeling uncertainty
= = =Fault on system dynamics
= = = Actuation fault

Time (s)

Figure 4. Comparison of fault trajectories and modelling uncertainty.

06 . . . 06

05

o
o

o
~
o
~
-

o
Y

Power angle (rad)
o
©
N

Power angle (rad)
o
w

01F

(a) (b)

Figure 5. Estimation of system output a) under actuation fault b) under fault impact on system dynamics.
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Figure 6. a) Detection of actuator fault applied on the SG model at T =6.147 seconds, b) zoom-in view.
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Figure 7. a) Detection of the fault impacted on the dynamics of the SG model at Tq =6.089 seconds, b) zoom-in view.

6. Conclusion

This paper developed an FDI framework to rapidly detect small faults and oscillations in SG systems. The proposed
framework was established upon the GMDH NN and high-gain observer to estimate the trajectory of the system and
to approximate uncertainties associated with unmodeled dynamics and external disturbances in the SG. The fault
detection mechanism was developed based on the average L1-norm criterion for rapid decision making in faulty
situations. The performance of the proposed framework was investigated via simulation studies. In this regard, two
benchmark scenarios of the actuation fault and fault impact on system dynamic changes were applied on the SG. The
simulation results confirmed the fidelity, effectiveness, and robustness of the proposed FDI system in fast detection
of small magnitude faults on the SG system which is promising for practical applications. The future line of this
research will focus to integrate the proposed FDI system with a robust FTC module based on sliding mode control
[55-58] and include the impact of sensor fault as well.
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