Abstract: This paper extends the concept of weighted graphs to matrix weighted graphs. The consensus algorithms dictate that all agents reach consensus when the weighted graph is connected. However, it is not always the case for matrix weighted graphs. The conditions leading to different types of consensus have been extensively analysed based on the properties of matrix-weighted Laplacians and graph theoretic methods. However, in practice, there is concern on how to pick matrix-weights to achieve some desired consensus, or how the change of elements in matrix weights affects the consensus algorithm. By selecting the elements in the matrix weights, different clusters may be possible. In this paper, we map the roles of the elements of the matrix weights in the systems consensus algorithm. We explore the choice of matrix weights to achieve different types of consensus and clustering. Our results are demonstrated on a network of three agents where each agent has three states.
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1. Introduction

Multi-agent systems (MASs) consists of multiple autonomous agents[1], which can be used to solve problems that are difficult or impossible for an individual agent or a monolithic system. Communication and interaction between individual agents are fundamental characteristics of MASs, which allow agents to achieve a global objective despite of having access to only local neighbourhood information [2], or edge information [3,4]. Having multiple agents could speed up a system’s operation by providing a method for parallel computation, offering advantages in terms of extensibility and flexibility compared to single agent systems [5]. Applications of MASs can be found in cloud computing and social networks [6].

Consensus is one of the fundamental problems in multi-agent coordination, where agents interact with their neighbors according to a local protocol to ensure that a common value in terms of the state components, is agreed upon globally, by all the agents. This sweeping form of consensus is generally referred to as a global consensus. A clustered consensus is also possible, where some agents agree on some values, different on the consensus value of some other agents [7]. MAS is widely studied using the graph theory, in which the vertices and edges represent agents and the inter-agent links, respectively. Conventionally, the inter-agent links have been modelled by scalar weights [8,9]. The consensus algorithm is widely applied in the agent level [10–12]. Matrix-weights can be used to capture the complexity in the state level for MASs. Particularly, the consensus of all agents in corresponding states may be affected by other states. There are a number of works in the literature that extend the conventional scalar weighted graph to the matrix weighted graph for the consensus problem. One of such is [13,14] where the conditions for achieving consensus in matrix-weighted Discrete and continuous-time consensus algorithms are presented using the properties of the graph Laplacian. In [14], discrete-time matrix-weighted consensus is studied under undirected and connected graphs.
considering symmetric matrix weights and a special case of non-symmetric matrix-weights that can achieve consensus control. Lyapunov stability theory for discrete-time systems is also employed to show the system’s convergence to consensus. In the same way, in [13], matrix-weighted consensus algorithm is studied with fixed undirected graphs and a necessary and sufficient condition for exponentially reaching a global average consensus and clustered consensus is presented based on the null-space of the matrix-weighted Laplacian. In particular, a global average consensus can be achieved if and only if the nullspace of the matrix-weighted Laplacian is spanned by the consensus space. Furthermore, an iterative algorithm to determine clusters in the network is provided, based on the concept of positive trees, which is determined using the positive definiteness of the matrix weights along a path. Two clusters are merged together if they satisfy some algebraic conditions on their connections. This merging is carried on iteratively, gradually reducing the number of clusters in the graph until no two clusters can be further merged.

When the agent-to-agent link is weighted by positive semi-definite (PSD) matrices, it can be difficult to tell what form of consensus will be present. Clustered consensus can happen even when the graph is connected in the agent level, due to the existence of PSD matrix weights. In a case, when all the elements of each of the matrix-weights are set to one, for a complete graph on five vertices, there will be no form of consensus for the agents in any of the states.

In this paper, we study how the choice of matrix weights for the inter-agent links affect the presence of clusters in a matrix-weighted graph. A linear algebraic approach is used in [15,16] to examine the properties of the Laplacian matrix and the necessary and sufficient conditions are given for the existence of consensus. We adopt a matrix-element-mapping approach to study how the matrix-weights alter the consensus dynamics. Our approach contrast the matrix-based approach to the conventional scalar weighted graphs which helps view the network of each state, and offers hints on the choice of the matrix weights.

2. Problem Formulation

2.1. Agent Dynamics

The dynamics of agent \( v_i, i = 1, \ldots, n \) are modeled by a single integrator given by

\[
\dot{x}_i(t) = u_i(t),
\]

where \( x_i(t) \in \mathbb{R}^m \) and \( u_i(t) \in \mathbb{R}^m \) denote the states and the inputs of agent \( v_i \), respectively, \( i = 1, \ldots, n \). Let us define \( \chi^{[k]}_i \) as the \( k \)th entry of the column vector \( x_i \) for \( i = 1, \ldots, n \) and \( k = 1, \ldots, m \).

2.2. Graph Theory

The communication topology of the \( n \) agents is modeled by an \( n \)-partite graph \( \mathcal{G}(\mathcal{V}, \mathcal{E}, \mathcal{W}) \) [17]. The vertex set \( \mathcal{V} \) is partitioned into \( n \) classes \( \mathcal{V} = \{v_1, \ldots, v_n\} \), where each class represents an agent. Every partition class contains exactly \( m \) vertices, which represent the \( m \)-dimensional state of an agent. Every edge in \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) has its ends in different classes: vertices in the same partition class are not adjacent. We assume that every two vertices from different partition classes are adjacent. Therefore, the communication topology is modeled by a complete \( n \)-partite graph; we abbreviate this to \( \mathcal{K}^n_m \). The matrix weight

\[
\mathcal{W} = \{W_{ij} | i = 1, \ldots, n, j = 1, \ldots, n\}
\]

models the connections between every two different classes, where \( W_{ij} \geq 0 \in \mathbb{R}^{m \times m} \) shows the connections of the vertices between classes \( v_i \) and \( v_j \). We use \( v_i^{[l]}v_j^{[k]} \) to represent an edge from the \( l \)th vertex in class \( v_i \) to the \( k \)th vertex in class \( v_j \), which
means that \( x_i^{[k]} \) of agent \( i \) is affected by \( x_j^{[l]} \) of agent \( j \). The strength of this connection is characterized by \( W_{ij}^{kl} = w_{kl}^{ij} > 0 \), the \((k,l)\) entry of \( W_{ij} \). If \( w_{kl}^{ij} = 0 \), \( x_j^{[l]} \) of agent \( j \) has no influence on \( x_i^{[k]} \) of agent \( i \). If there is at least one entry in \( W_{ij} \) in which \( w_{kl}^{ij} > 0 \), we say agent \( v_j \) is a neighbor of agent \( v_i \) and \( v_j v_i \in \mathcal{E} \). The set of neighbors of agent \( v_i \) is defined as \( \mathcal{N}_i \triangleq \{ v_j \in V : v_j v_i \in \mathcal{E} \} \). An induced subgraph \( G^{[k]} \) of \( G \) with the vertex set \( V^{[k]} = \{ v_1^{[k]}, \ldots, v_n^{[k]} \} \) is called the \( k \)-state graph. A path in \( G^{[k]} \) is given by a sequence of distinct vertices \( v_i \in V^{[k]} \) connected by an edge in \( \mathcal{E} \). If the induced subgraph \( G^{[k]} \) contains a spanning arborescence, then we say the \( k \)-state graph is connected.

The degree or valency of a given vertex \( d(v_i) \in \mathbb{R}^{m \times m} \) is defined as

\[
d(v_i) \triangleq \sum_{v_j \in N_i} W_{ij}
\]

that is, the sum of weights on the link from each neighbouring node for all states of agent \( v_i \).

We can define the \( nm \times nm \) degree matrix of \( G \)

\[
\Delta_W(G) = \text{blkdiag} \{ d(v_i), i = 1, \ldots, N \},
\]

as the block diagonal matrix of the degrees of all agents in \( G \). The \( nm \times nm \) adjacency matrix \( A_W(G) \) can be defined as a block matrix, where the \((i,j)\) block is an \( m \)-by-\( m \) matrix with

\[
[A_W]_{ij} = \begin{cases} W_{ij} & \text{if } v_j v_i \in \mathcal{E} \\ 0 & \text{otherwise.} \end{cases}
\]

The weighted Laplacian matrix of the graph, \( \mathcal{L}_W(G) \in \mathbb{R}^{nm \times nm} \) is given by

\[
\mathcal{L}_W = \Delta_W - A_W.
\]

The Laplacian matrix of the induced subgraph \( G^{[k]} \) is denoted by \( \mathcal{L}^{[k]}_W \).

**Remark 1.** For the special case when \( m = 1 \), the weight \( W_{ij} \) for each edge in \( \mathcal{E} \) is a scalar \( w_{ij} \in \mathbb{R}_{\geq 0} \).

**Remark 2.** For the special case when \( m > 1 \) and

\[
W_{ij} = w_{ij} I_m
\]

with \( I_m \in \mathbb{R}^{m \times m} \) being the identity matrix, \( \Delta_W(G) \), the \( nm \times nm \) degree matrix of \( G \), is the diagonal matrix of the degree of all the vertices in \( G \) given by

\[
\Delta_W(G) = \Delta_w \otimes I_m
\]

where

\[
\Delta_w = \text{diag} \left\{ \sum_{v_j \in N_i} w_{ij}, i = 1, \ldots, n \right\},
\]

and the \( nm \times nm \) adjacency matrix \( A_W(G) \) is defined as

\[
A_W(G) = A_w \otimes I_m
\]

where
\[ [A_w]_{ij} = \begin{cases} w_{ij} & \text{if } v_j, v_i \in E \\ 0 & \text{otherwise} \end{cases} \] (7)

The matrix-weighted Laplacian of the graph, \( \mathcal{L}_W(G) \in \mathbb{R}^{nm \times nm} \) is given by

\[ \mathcal{L}_W(G) = \Delta_W - A_W = \mathcal{L}_w \otimes I_m, \] (8)

where \( \mathcal{L}_w = \Delta_w - A_w \).

2.3. Cluster Consensus

Consensus and clustering is defined based on the similarity of the agents state values. Clustering configuration across the states is also defined.

**Definition 1.** If the states \( x_i^{[k]} \) and \( x_j^{[k]} \) satisfy the condition

\[ \lim_{t \to \infty} \| x_i^{[k]}(t) - x_j^{[k]}(t) \| = 0, \]

then we say they belong to the same cluster. All \( k \)-clusters \( C^k = \{C^k_1, \ldots, C^k_{p(k)}\} \) form a partition of the \( k \)-th entry of all states, where \( p(k) \) is the number of clusters of the \( k \)-th entry of all states. All agents are said to reach \( k \)-cluster consensus (KCC).

It is easy to verify that all \( k \)-clusters satisfy the conditions

\[ \bigcup_{i=1}^{p(k)} C^k_i = \{x_1^{[k]}, \ldots, x_n^{[k]}\} \]

and

\[ C^k_p \cap C^k_q = \emptyset \]

for any \( C^k_p \in C^k, C^k_q \in C^k, \) and \( C^k_p \neq C^k_q \).

**Definition 2.** If \( p(k) = 1 \) for some \( k \in \{1, \ldots, m\} \) then we say the \( k \)-th entry of all states reach \( k \)-global consensus (KGC). When \( p(k) = 1 \) for all \( k = 1, \ldots, m \), then we say all states reach a global consensus (GC).

Note that for different entries \( i \) and \( j \) of all states, the \( i \)-clusters \( C^i \) and the \( j \)-clusters \( C^j \) may not be the same, that is,

\[ C^i \neq C^j \]

for some \( i, j \in \{1, \ldots, m\} \). In other words, the \( k \)-cluster consensus may not be uniform across all entries of all states. However, when the clusters are uniform for all entries of all states, we have the following definition.

**Definition 3.** If the clusters of all entries satisfying

\[ C^i = C^j \]

for all \( i \neq j, i = 1, \ldots, m, \) and \( j = 1, \ldots, m, \) then we say all states reach a global cluster consensus (GCC).
2.4. Objectives

Our main aim in this paper is to examine how the elements of the matrix-weights $W$ could be chosen, so as to achieve the desired consensus (KCC, GCC, KGC, GC).

3. Results

3.1. Consensus Control Design

The consensus control protocol for the $n$ agents is given by

$$u_i(t) = \sum_{v_j \in N_i} W_{ij}(x_j(t) - x_i(t)).$$  \hspace{1cm} (9)

where $W_{ij} \in \mathbb{R}^{m \times m}$ is the weight matrix and $[W_{ij}]_{kl} = w_{ij}^{kl}$ for $k = 1, \ldots, m$, and $l = 1, \ldots, m$. This control law can be written in a compact matrix form as

$$u(t) = -\mathcal{L}_W(\mathcal{G})x(t),$$ \hspace{1cm} (10)

where

$$u(t) = [u_1 \cdots u_i \cdots u_n]^T, \quad u_i = [u_i[1] \cdots u_i[m]]^T$$

$$x(t) = [x_1 \cdots x_i \cdots x_n]^T, \quad x_j = [x_j[1] \cdots x_j[m]]^T$$

Remark 3. For the case when $m = 1$, the consensus control law becomes:

$$u_i(t) = \sum_{v_j \in N_i} w_{ij}(x_j(t) - x_i(t)),$$

and it can be written in a compact matrix form as:

$$u(t) = -\mathcal{L}_w(\mathcal{G})x(t).$$

Remark 4. For the case when $m > 1$ and

$$W_{ij} = w_{ij}I_m,$$

the consensus control law becomes:

$$u_i(t) = \sum_{v_j \in N_i} w_{ij}I_m(x_j(t) - x_i(t)),$$

and it can be written in a compact matrix form as:

$$u(t) = -\mathcal{L}_W(\mathcal{G})x(t) = -(\mathcal{L}_w(\mathcal{G}) \otimes I_m)x(t).$$

In order to observe the evolution of $x_i^{[k]}$, we need to study the dynamics of $x_i^{[k]}$, which obeys

$$\dot{x}_i^{[k]} = u_i^{[k]}(t).$$

Here
\[ u_i^{[k]}(t) = \sum_{v_j \in N_i} \sum_{l=1}^{m} w_{ij}^{kl} (x_j^{[l]}(t) - x_i^{[l]}(t)) \]
\[ = \sum_{v_j \in N_i} w_{jk}^{kl} (x_j^{[k]}(t) - x_i^{[k]}(t)) + \sum_{v_j \in N_i} \sum_{l=1, l \neq k}^{m} w_{ij}^{kl} (x_j^{[l]}(t) - x_i^{[l]}(t)), \] (11)

is the \(k\)th entry of the control input of agent \(v_i\) defined in (9). The coefficient \(w_{ij}^{kl}\) is the \(132\) element on the \(k\)th row and the \(l\)th column of the matrix weight \(W_{ij}\). When \(k \neq l\), \(w_{ij}^{kl}\) is an off-diagonal element on the \(k\)th row of the matrix weight \(W_{ij}\), and it qualifies the effect of the \(l\)th states of the neighbors of agent \(i\) on its \(k\)th state. When \(k = l\), \(w_{ij}^{kk}\) is a diagonal element of the matrix weight \(W_{ij}\), and it qualifies the effect the \(k\)th states of the neighbors of agent \(v_i\) on its \(k\)th state.

### 3.2. Non-diagonal Matrix-Weights

When the matrix weight \(W_{ij}\) is a non-diagonal matrix, we examine two possible scenarios.

#### 3.2.1. Control law depends on other states in the same cluster

If for any \(j\) and any \(l \neq k\), the pair \((x_j^{[l]}, x_i^{[l]})\) belongs to the same cluster, then the control law in (11) approaches

\[ u_i^{[k]}(t) \rightarrow \sum_{v_j \in N_i} w_{jk}^{kl} (x_j^{[k]}(t) - x_i^{[k]}(t)) \] (12)
as \(t \rightarrow \infty\).

**Theorem 1.** Assume that (12) holds for all \(i = 1, \ldots, n\).

1. If the \(k\)-state graph is connected, the \(k\)th states of all agents reach \(k\)-global consensus (KGC).
2. If the \(k\)-state graph is not connected, the \(k\)th states of all agents reach \(k\)-cluster consensus (KCC). Moreover, the number of clusters of the states is determined by the number of clusters of the \(k\)-state graph.

#### 3.2.2. Control law depends on other states in different clusters

In this case, the evolution of all states follows

\[ \dot{x}(t) = u(t) \]

where \(u(t)\) is given in (10). By solving the above differential equation, we have

\[ x(t) = e^{-tLW} x(0). \] (13)

The choice of the weight matrix \(W\) will affect the rate of convergence of the consensus algorithm of the states of all agents. Since the Laplacian matrix \(L_W\) is positive semi-definite, all states will converge to a constant value eventually.

**Theorem 2.** Assume that a state \(k\) depends on some of agent of state \(l\) in \(y\) different clusters, and that the \(k\) state is not dependent on any other state. The following will hold:

1. There will at least be \(y\) clusters for the corresponding agent states in the graph causing a \(k\)-cluster consensus (KCC).
2. If any agent state, \(x_i^{[k]}\) that satisfies ((12)) is connected to only one other node, \(x_i^{[k]}\) that depends on some agent from state \(l\), then \(x_i^{[k]}\), \(x_i^{[k]} \in G_p\).

3. If any agent state, \(x_i^{[k]}\) that satisfies ((12)) is connected to more than one node that depends on some agent from state \(l\), then \(x_i^{[k]}\) will be in a different cluster.

3.3. Diagonal Matrix Weights

The absence of off-diagonal elements in the matrix-weights \(W_{ij}\) guarantees that there is no cross-entry state dependence, that is, \(w_{ij} = 0\) when \(k \neq l\). The control law reduces to:

\[
u_i^{[k]}(t) = \sum_{v_j \in N_i} w_{ij}^{[k]}(x_j^{[k]}(t) - x_i^{[k]}(t)).
\]

Here we discuss two different cases based on positive definite or positive semi-definite of matrices \(W_{ij}\).

3.3.1. Positive Definite Matrix Weights

When diagonal positive definite (PD) matrices constitute the matrix-weights in the weight set \(W = \{W_{ij} : v_j v_l \in E\}\), it implies that \(w_{kl}^{[k]} \neq 0\) for all \(k = 1, \ldots, m\), and for all \(v_j v_l \in E\).

Define

\[x^{[k]} = \left[\begin{array}{c} x_1^{[k]} \\ \vdots \\ x_n^{[k]} \end{array}\right]^{T}\]

as the vector containing the \(k\)-state of all agents. Its dynamics follow

\[x^{[k]}(t) = -L_{W}^{[k]} x^{[k]}(t)\]  \hspace{1cm} (14)

The solution of the above differential equation is given by

\[x^{[k]}(t) = e^{-tL_{W}^{[k]}} x^{[k]}(0)\]  \hspace{1cm} (15)

The choice of \(w_{ij}^{[k]}\) will affect the rate of convergence of the consensus algorithm of the \(k\)-state of all agents.

Consider the case when the matrix weights are scalars multiplying of the identity matrix. We know that for any square matrices \(A_n \in \mathbb{R}^{n \times n}\) with \(\lambda_1, \ldots, \lambda_n\), and \(B_m \in \mathbb{R}^{m \times m}\) with \(\mu_1, \ldots, \mu_m\) that the eigenvalues of \(A_n \otimes B_m\) are \(\lambda_i \mu_j, i = 1, \ldots, n, j = 1, \ldots, m\) [18]. Hence, the eigenvalues of \(L_{W} = L_{w}(\mathcal{G}) \otimes I_m\) are the eigenvalues of \(L_{w}(\mathcal{G})\) repeated \(m\) times, and \(L_{W}^{[k]} = L_{w}\) for all \(k = 1, \ldots, m\). Then (15) becomes

\[x^{[k]}(t) = e^{-tL_{W}^{[k]}} x^{[k]}(0),\]

which implies GC.

**Theorem 3.** Assume that all the matrix-weights are diagonal PD matrices.

1. If the \(k\)-state graph is connected, there will be a global consensus (GC) across the \(m\) states of all agents.

2. If the \(k\)-state graph is not connected, there will be a global cluster consensus (GCC) across the \(m\) states such that \(\mathcal{C}^i = \mathcal{C}^j\) for all \(i \neq j, i = 1, \ldots, m, \) and \(j = 1, \ldots, m\). Moreover, the number of clusters of the states is determined by the number of clusters of the \(k\)-state graph.

3.3.2. Positive Semi-definite Matrix Weights

When diagonal positive semi-definite (PSD) matrices constitute the matrix-weights in the weight set \(W = \{W_{ij} : v_j v_l \in E\}\), it implies that for any \(W_{ij} \neq 0\), there exist \(k\) and...
In this case, the edge $v^{|k|}_i v^{|k|}_j$ does not exist for the $k$th states between agent $v_i$ and agent $v_j$, which leads to $C^k \neq C^l$ in general.

**Theorem 4.** Assume that the matrix weights are diagonal PSD matrices, then for any state $k$, the following holds.

1. If the $k$-state graph is connected, there will be $k$-global consensus (KGC).
2. If the $k$-state graph is not connected, then there is a $k$-cluster consensus (KCC). Moreover, the number of clusters of the states is determined by the number of clusters of the $k$-state graph.

Hence, by the choice of the diagonal entries of the matrix-weights as zero or non-zero, the graph structure of the states can be made different for different states.

### 4. Simulations

To demonstrate the effects of the matrix weights on the consensus algorithm, we choose a network of three agents, where each agent has three states. The initial conditions are given by

$$x_1(0) = [4 \; 25 \; 30]^T, \quad x_2(0) = [13 \; 2 \; 12]^T, \quad x_3(0) = [21 \; 18 \; 10]^T.$$ 

#### 4.1. Non-diagonal Matrix-Weights

**4.1.1. Control law dependent on other state values in the same cluster**

For the graph topology shown in Figure 1, the state trajectory is presented in Figure 2. It can be seen from Figure 1 that the 2-state graph is connected, and is not dependent on any other state. Therefore, there is a 2-global consensus (2GC): $C^2_1 = \{x_1^{[2]}, x_2^{[2]}, x_3^{[2]} \}$. The 1-state graph is connected but is dependent on agent states from cluster $C^2_1$. According to Theorem 1, there is a 1-global consensus (1GC) since all 2-states belong to the same cluster. For 3-state, the 3-state graph is disconnected and is dependent on 2-state values from the cluster $C^2_1$. Therefore, $\{x_1^{[3]}, x_3^{[3]} \} \in C^3_1$ form a first cluster and $\{x_2^{[3]} \} \in C^3_2$ forms another cluster based on Theorem 1. Hence, there is a 3-cluster consensus (3CC).

**4.1.2. Control law dependent on other state values in different clusters**

The graph topology shown in Figure 3 is obtained from Figure 1 by setting $w_{32}^{33} = 0$, and $w_{33}^{32} = 3$. The state trajectory is presented in Figure 4. It can be seen from Figure 3, the 2-state graph is disconnected and do not depend on any other state values. Thus for the 2-state, there are now two clusters $C^2_1 = \{x_1^{[2]}, x_2^{[2]} \}$, and $C^2_2 = \{x_3^{[2]} \}$. For the
1-state, though the graph is connected, 1-state global consensus is not guaranteed since it depends on agent states from different clusters in $\mathcal{C}^2$. There will be at least 2 clusters since the control algorithm $u_2^{[1]} = f(c_{21})$ and $u_3^{[1]} = f(c_{31})$, $c_{21} \neq c_{31}$ (Theorem 2). Moreso, since $x_1^{[1]}$ is linked to agents $x_2^{[1]} \in \mathcal{C}_1^1$ and $x_3^{[1]} \in \mathcal{C}_2^1$, it will be in a different cluster: $x_1^{[1]} \in \mathcal{C}_3^1$ (Theorem 2).

The same reasoning applies to the 3-state graph. The graph is connected and depends on agent states from different clusters in $\mathcal{C}^2$. There will be at least 2 clusters since the control algorithm $u_2^{[3]} = f(c_{13})$ and $u_3^{[3]} = f(c_{33})$, $c_{13} \neq c_{33}$ (Theorem 2). Since $u_2^{[3]}$ satisfies (12) and is connected to only $v_3^{[3]}$, there are two clusters in $\mathcal{C}^3$ (Theorem 2).

4.2. Diagonal Matrix-Weights

The consensus algorithm under the graph with all matrix weights set to be scalar multiplying the identity matrix is simulated and the state trajectory is plotted in Figure 5, where the matrix weights are chosen as
Figure 4. State trajectory for non-diagonal matrix weighted graph: 1CC, 2CC and 3CC

Figure 5. State trajectory for diagonal matrix weighted graph: weights multiple of the identity matrix (GC with similar convergence properties across the states).

\[
W_{12} = 3I_{3 \times 3}, \quad W_{32} = 1.9I_{3 \times 3}, \quad W_{13} = 5I_{3 \times 3}.
\] (16)

The graph structure per state is the same for all states with similar convergence properties when the matrix-weights are scalars multiplying the identity matrices. When the matrix weights are instead chosen to be general PD diagonal matrices as
Figure 6. State trajectory for general diagonal PD matrix weighted graph (GC with different convergence properties across the states).

\[ W_{12} = \text{diag}\{1.3, 4.0, 6.1\}, \ W_{32} = \text{diag}\{0.8, 2.1, 3.1\}, \ W_{13} = \text{diag}\{8.1, 1.4, 3.1\}, \]

the consensus algorithm is simulated and the state trajectory is shown in Figure 5. The convergence properties are different from state to state. The choice of \( w_{ij} \) will affect the rate of convergence of the consensus algorithm of the \( k \)th state according to (15). In all cases, a global consensus (GC) is achieved based on Theorem 3.

When the matrix weights are diagonal PSD matrices chosen as

\[ W_{12} = \text{diag}\{1.3, 4.0, 0, 0, 0\}, \ W_{32} = \text{diag}\{0, 0, 0, 0\}, \ W_{13} = \text{diag}\{8.1, 0, 3.1\}. \]

the consensus algorithm is simulated. The state trajectory is shown in Figure 7. Since the 1-state graph is connected due to \( w_{11}^{11} \neq 0 \) and \( w_{11}^{13} \neq 0 \), there is a 1-global consensus (1GC). For 2-states, there is a 2-cluster consensus (2CC) because \( w_{22}^{13} = w_{22}^{33} = 0 \). There are no links between \( \{x_1^{[2]}, x_2^{[2]}\} \in C_1^{[2]} \) and \( \{x_3^{[2]}\} \in C_2^{[2]} \). The same analogy applies for the 3-cluster consensus (3CC) in 3-states: \( \{x_1^{[3]}, x_3^{[3]}\} \in C_1^{[3]} \) and \( \{x_2^{[3]}\} \in C_2^{[3]} \) because \( w_{13}^{13} = w_{33}^{13} = 0 \).

5. Discussion

Matrix weights allow for coupling the consensus of a state to agent values in another state. This inter-dependencies may get complex if for instance each agent state in a system is dependent on every other state. However, when there are no much complexities, the nature of the consensus can be determined based on the number of connected components of the state graph and the clusters of the agent states linked to it. Further work may be needed to extend the results to be able to predict the number of clusters when there are complex inter-dependencies among the states in the system.
6. Conclusions

In this paper, the role of each element in the matrix-weights of a multi-agent system have been studied under two classifications: diagonal and non-diagonal elements. Analyses has been carried for determining the number of clusters per state. The results have further been demonstrated via simulation of a multi-agent system consisting of three agents.
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Abbreviations

The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAS</td>
<td>Multi-agent Systems</td>
</tr>
<tr>
<td>PD</td>
<td>Positive definite</td>
</tr>
<tr>
<td>PSD</td>
<td>Positive semi-definite</td>
</tr>
<tr>
<td>GC</td>
<td>Global consensus</td>
</tr>
<tr>
<td>CC</td>
<td>Clustered consensus</td>
</tr>
</tbody>
</table>
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