Classification of Contaminated Insulators using k-Nearest Neighbors based on Computer Vision
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Abstract: The contamination on the insulators may increase its surface conductivity and, as a consequence, electrical discharges occur more frequently, which can lead to interruptions in the power supply. To maintain reliability in the electrical distribution power system, components that have lost their insulating properties must be replaced. Identifying the components that need maintenance, is a difficult task as there are several levels of contamination that are hardly noticed during inspections. To improve the quality of inspections, this paper proposes to use the k-nearest neighbors (k-NN) to classify the levels of insulator contamination, based on the image of insulators at various levels of contamination simulated in the laboratory. Using computer vision features such as mean, variance, asymmetry, kurtosis, energy, and entropy are used for training the k-NN. To assess the robustness of the proposed approach, statistical analysis and a comparative assessment with well-consolidated algorithms such as decision tree, ensemble subspace, and support vector machine models are presented. The k-NN showed results of up to 85.17 % accuracy using the k-fold cross-validation method, with an average accuracy higher than 82 % for multi-classification of the contamination of the insulators, being superior to the compared models.
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1. Introduction

Electrical power distribution systems are responsible for providing electricity to consumers. Due to population growth and improved access to energy it is necessary to have the reliability of the electricity distribution grid [1]. Saline contamination in coastal regions is a problem that must be monitored, if the insulator has greater surface conductivity it is more likely to develop a failure. The identification of faults in the electrical power system is a difficult task that requires experience from the operator [2].

Researchers have conducted promising studies regarding the evaluation of contamination in insulators installed outdoors using artificial intelligence strategies [3–5]. According to Abouzeid et al. [6], the flashover of the insulator occurs when contaminants cover the surface of the insulator resulting in a reduction in the surface resistance. The leakage current can be used as an evaluation parameter to predict the level of contamination, given by the equivalent salt deposit density (ESDD), on the external surface of the insulators and thereby leave the system operators alert to possible failures.
As presented by Soltani and El-Hag [7], an artificial neural network (ANN) in curve fitting can be used to denoising of different types of measured signals emitted from partial discharges sources. The ANN can be applied to distinguish electrical discharges in outdoor insulators caused by surface contamination, corona near the insulator surface, and other common failure types of these components [8]. Defects in insulators give rise to the onset of partial discharges, which has a detrimental effect on the life of the insulator. It is important identify the defective components as early as possible, so appropriate strategies can be implemented [9]. Currently, many fault detection techniques are based on the identification of partial discharges [10], as these may be associated with the presence of faults that are difficult to identify without the use of specific equipment [7].

The application of ANN to assess the contamination in insulators can assist in the identification of faults in the electrical network and prevent the shutdown of the electrical power system. The use of adaptive neuro-fuzzy inference system (ANFIS) is a promising strategy that can stand out from classic models. The ANFIS combined with the wavelet transform can improve the accuracy in the evaluation of contaminated insulators installed outdoors next to the rural roads [11].

The use of the wavelet transform combined with other algorithms is a promising alternative for the evaluation of noise signals [12]. The group method of data handling (GMDH) model can be used from data filtered by the wavelet transform and outperform well-established algorithms such as long short term memory (LSTM) and ANFIS [13]. The results of that analysis were supported by comparisons to wavelet LSTM and wavelet ANFIS, being the fastest GMDH and with equivalent accuracy in benchmarks. The LSTM is an architecture used in the field of deep learning, which has gained space in forecasting and classification research [14]. The accuracy of the LSTM is high compared to classic approaches, however, the training process could requires a great computational effort, which increases the training time [15].

Currently, many authors have used computer vision to identify failures in the electrical power system. As example, Nguyen et al. [16] developed a research about power line inspections and Manninen et al. [17] made an assessment of the network infrastructure based on computer vision. Some authors have done specific assessments on failure conditions in insulators. Shi and Huang [18] present a strategy for detecting faults in insulators using geometric constraints, that can be applied effectively to recognize a damaged insulator. For an accurate classification of the condition it is necessary to have a large number of images recorded during field inspections. The strategy based on a deep learning model could achieves an accuracy of up to 92.86 % to identify insulators that do not have their insulating surface.

The Sampredo et al. [19] present a system for diagnosing a set of insulators based on deep learning. The analysis is performed using a convolutional neural network (CNN) that aims to identify the absence of disk insulators that are installed in series. In this paper, the strategy is based on modeling the similarity between adjacent disks, so it is possible to identify various types of defects from the same model. For robustness in the model, it is necessary to extensively evaluate several video sequences of inspections of the high voltage electrical network.

The evaluation of the lack of insulators in transmission lines is a problem that has been intensively studied using computer vision, most studies are based on controlled situations in which lighting conditions and the background of the image are determined. Specific field assessments during inspections of the electrical system are rare due to the scarcity of images of failures. Data augmentation techniques, such as transformation, segmentation, blur, and brightness changes can be a strategy for training the model for field evaluation. According to Tao et al. [20] from a CNN model, using a technique to increase the database, the accuracy to fault detection can reach up to 91 % based on a set of standard insulators under various conditions.

Fault detection in insulators can be automated by identifying components with erosion, such as those found in silicone rubber insulators. The use of pre-processing...
methods for extracting characteristics can improve the classification of failures. In a laboratory analysis presented by Ibrahim et al. [21], it was possible to identify insulators with the level of erosion following the IEC-60587 standard from a CNN. The application of deep CNN based on the degree of erosion in silicone rubber showed better results than classical shallow feedforward ANN approaches. The results of the paper show that the proof of concept is valid and can be applied in future tests in an external environment.

An assessment of the impact of contamination caused by rail vehicles on insulators is presented by Kang et al. [22], in which the computer vision through CNN was applied for automatic inspection of the insulators, with the objective of improving the safety of the railway operation. The identification of failures in these locations is difficult, due to the low failure rate that exists, which results in few images for the algorithm to be trained. The anomaly classification is determined from a deep multitasking ANN, which has a material classifier and a denoising autoencoder. The results presented using CNN indicate that the proposed can achieve high precision for fault identification along the railway line.

One method that has currently stood out for classification and regression is the $k$-nearest neighbors ($k$-NN) [23]. Despite being a method that has been used for several years, many variations of this algorithm are currently being evaluated to improve its capacity. The papers from Mailagaha Kumbure et al. [24] and González et al. [25] combine the $k$-NN algorithm with systems based on fuzzy logic to improve its accuracy. As presented by Sharma and Seal [26], the way of calculating the distances of this algorithm is an important parameter to be evaluated, for this reason the distance calculation method will be a parameter evaluated in this paper.

Following in this paper is presented: In Section 2, the problem related to contamination will be presented, followed by the explanation of the analysis in the laboratory for the production of the samples and feature extraction. In Section 3, the $k$-nearest neighbors model is presented. In Section 4, the results obtained are discussed and compared with well-established models. Finally, in Section 5, a conclusion is presented with a general discussion about the application of the used algorithm, and possible future works.

2. Insulator Contamination

Contaminated insulators are a common problem in electrical power distribution and transmission networks. There are several types of contamination, that depend on where the network is installed [27]. Insulators installed near unpaved streets may have accumulation of dust and organic residues, insulators that are close to regions with a high population density may have industrial contamination or automobile combustion residues [28].

Another very common problem is the saline contamination, which is present in coastal regions. These contaminations must be evaluated and monitored by the energy utilities, since the salinity combined with an high relative humidity of the air, increases the surface conductivity of the insulators and can cause failures in the electrical power system [29].

2.1. Contaminated Insulator Samples

The insulators used in this paper are 15 kV pin type made of porcelain, from the manufacturer Germer. These components meet the criteria of IEC 60383 [30] and are widely used in medium voltage distribution lines in southern Brazil. The contamination procedure was performed in the high voltage laboratory at the Regional University of Blumenau, Brazil.

The experimental procedure consists of 3 stages, which are: artificial contamination; photographic capture, and measurement of the level of contamination. To perform the artificial contamination process, the insulators were immersed in a contamination solution based on IEC 60507 [31], which deals specifically with artificial contamination tests on high-voltage ceramic insulators. To create the variations defined by the stan-
dard, different contamination conditions were used, and these were obtained from the variation of the mass of Kaolin added to distilled water.

The photographic capture of the insulators under different levels of contamination was carried out with an LG H-818 sensor that has a focal aperture of 1.8. For standardization of photo registration, the exposure time was set at $3.33\,\text{ms}$, light sensitivity at ISO 150, and focal length of $4\,\text{mm}$. A photograph of a contaminated insulator is presented in Fig. 1.

![Contaminated insulator sample.](image)

Figure 1. Contaminated insulator sample.

The place where the photographs were recorded was standardized, to guarantee that the luminous intensity applied to the insulator and the background were the same in all photographic captures. The insulators were fixed on a metal pedestal at a distance of $1\,\text{m}$ at the same height that the camera was positioned. For each contaminated sample, 8 captures are made, 2 every $90^\circ$ around the insulator, thus comprising 4 different viewing directions, the photos on each side were taken using a zoom of 2.5 times and 3.5 times to ensure a greater level of detail.

For the determination of the intensity of the non-soluble deposit density (NSDD) IEC 60815 (Annex C) [32] was used, which is specific for selection and dimensioning of high-voltage insulators under polluted conditions. In this analysis, the residues are extracted from the insulating surface into a container with distilled water and the contents of the container go through a filtering process. The variation in the mass of the filter results in the amount of NSDD on the insulator, given by the equation:

$$NSDD = \frac{(W_f - W_i)}{A},$$

where $W_f$ is the final mass of the filter after the process, $W_i$ is the mass of the filter before the process and $A$ is the surface area of the insulator, so the value of NSDD is given in $g/cm^2$.

For the data set, 5 different insulators of the same profile were used in 8 contamination classes. Thus, a set of data was obtained from 40 conditions of analysis. For comparison, 3 insulators without contamination were used, resulting in 4 levels of NSDD for multi-classification. The concentration of Kaolin used was $6, 8, 10, 16, 20,$ and $25\,(g/l)$. For 2 classes the concentrations of 40 and 60 ($S/cm$) of salt were used, from these variations 8 classes were obtained. The 4 levels of NSDD were: NSDD equals zero, NSDD greater than 0 and less than 1.0, NSDD from 1.0 to 2.0, NSDD greater than 2.0.

2.2. Image pre-processing

To perform pre-processing of the image, arithmetic transformations are performed, the first conversion is applied to transform the color image to a grayscale image [33]. In this step, each transformation combines different color channels of the image to result in a grayscale image. After converting the image to grayscale, the image segmentation is applied. Segmentation is performed to partition the image in regions that are based on their characteristics of the image pixels [34].
The segmentation active contours region technique was used to segment the image into foreground and background. Starting from the active contour technique, the initial curves of an image are specified, and then the active contour function evolves the curves towards the object’s limits. Using this segmentation technique, the mask argument is a binary image that specifies the initial state of the active contour [35]. The limits of the object’s regions in the mask define the starting position of the contour used for the evolution of the contour to segment the image.

The resulting image is a binary image in which the foreground is white and the background is black. From this conversion resulting in a black background, it is possible to focus on the classification specifically of the insulator, disregarding image noise. Fig. 2 presents the result of the conversion and segmentation of the insulator presented in Fig. 1.

![Figure 2. Conversion of the photograph of the insulator sample after segmentation.](image)

### 2.3. Feature Extraction

The purpose of the feature extraction is that the image information is segmented to perform the classification. For this purpose, the information is encoded in a feature vector, given by:

$$\vec{x} = [x_1, x_2, x_3, \cdots, x_n]^T,$$

representing the image signature, where \( n \) is the total number of attributes considered.

One of the possible ways to features extraction of an image is through the histogram \( h \) analysis. To obtain the histogram, normalization is performed to obtain the probability density \( p \) of the image. This way,

$$p(i) = h(i) / NM,$$

where \( i \) is each index of the histogram and \( NM \) is the dimensions of the image. From \( p \), considering \( i \in 0, \cdots, L - 1 \), wherein, \( L \) is the total amount of intensity in the image; other measures are obtained, such as mean (4), variance (5), asymmetry (6), kurtosis (7), energy (8), and entropy (10).

All the features presented here were used to perform ANN training and testing:

$$\mu_1 = \sum_{i=0}^{L-1} ip(i).$$

$$\mu_2 = \sigma^2 = \sum_{i=0}^{L-1} (i - \mu_1)^2 p(i).$$

$$\mu_3 = \sigma^{-3} \sum_{i=0}^{L-1} (i - \mu_1)^3 p(i).$$
\[ \mu_4 = \sigma^4 \sum_{i=0}^{L-1} (i - \mu_1)^4 p(i) - 3. \]  
(7)

\[ En = \sum_{i=0}^{L-1} [p(i)]^2. \]  
(8)

\[ Et = -\sum_{i=0}^{L-1} p(i) \log_2 [p(i)]. \]  
(9)

To make it possible to calculate the entropy logarithm [36] when the value of \( p(i) \) is equal to zero, the value of a constant \( c \) is added, in this case it’s equal to 0.1, and we have:

\[ Et = -\sum_{i=0}^{L-1} p(i) \log_2 [p(i) + c]. \]  
(10)

3. Nearest Neighbors Method

This section presents the \( k \)-nearest neighbors (\( k \)-NN) method that was used to classify the insulators evaluated in this paper. The presented method is based on the evaluation of similar data considering the hypothesis of being concentrated in the same region of input space and non-similar data will be distant from each other.

The method of the nearest neighbor has variations defined by the number of neighbors considered, for this reason, the number of neighbors is an evaluation parameter discussed in this paper. In the \( k \)-NN model, the \( k \) objects of the training set closest to \( x_t \) are evaluated [37]. When \( k \) is greater than one, the neighboring \( k \) is obtained for each test point. Fig. 3 shows the impact of using the value of \( k \) on the \( k \)-NN model. As can be seen, considering \( k = 3 \) the test would be classified with a failed (defective) insulator, while for \( k = 5 \) the insulator would be classified as a component in good condition.

![Figure 3. Impact of the \( k \) value on the \( k \)-NN algorithm.](image)

For this reason, choosing the value of \( k \) is not a trivial decision and its variation must be evaluated. As it is a classification problem, it is convenient that the value of \( k \) is odd, thus avoiding draws, which makes classification difficult [38]. For the classification problem, the weighted mode is given by:

\[ y_t = \arg \max_{c \in Y} \sum_{i=1}^{k} w_i I(c, y_i) \]  
(11)

wherein,

\[ w_i = \frac{1}{d(x_t, x_i)} \]  
(12)
and \( I(a, b) \) is a function that returns 1 if \( a = b \) \[39\]. Since \( y_i \) is the class of example \( x_i \), \( w_i \) is the weight associated with the example of \( x_i \) and \( c \) is the class with the most weighted mode.

### 3.1. Model Architecture

The \( k \)-NN is a memory-based algorithm, so all computation is postponed until the classification phase, since the learning process consists of memorizing objects \[40\]. One of the advantages of \( k \)-NN is that the model is simple, thus it requires less computational effort than methods based on deep learning because during training the algorithm only stores objects.

The \( k \)-NN constructs the approximation of the objective function, which is different for each new data to be stored. This feature can be advantageous when the objective function is complex and can be described as a collection of less complex local approaches \[41\]. Based on its characteristics, \( k \)-NN can be applied to complex problems, being an incremental algorithm, that is, when new data are available, it is only necessary to store it in memory.

An important aspect to be considered about the \( k \)-NN is related to its behavior at the limit if considered:

- \( e = \) optimal Bayes classifier error;
- \( e_{1NN}(D) \): error of 1-NN;
- \( e_{kNN}(D) \): error of \( k \)-NN.

Thus, the following theorems are proved:

- \( \lim_{n \to \infty} e_{1NN}(D) \leq 2 \times e \);
- \( \lim_{n \to \infty}, k \to n e_{kNN}(D) = e \).

So for an infinite number of objects, the error of 1-NN is increased by twice of the optimal Bayes error, and the error of \( k \)-NN tends to the error of the optimal Bayes.

The disadvantages in the \( k \)-NN are that the model does not obtain a compact representation of the objects, so there is no explicit model from the training data. To classify an object, \( k \)-NN requires calculating the distance from that object to all training objects. Like other algorithms that perform the calculation based on distance, \( k \)-NN is affected by the presence of redundant attributes and/or irrelevant \[42\].

One way to improve the capacity of the model is related to investigating the reduction of the problem space or evaluate how the variation of the distance is calculated. For a complete assessment about the \( k \)-NN, in this paper many methods to calculate the distance of the neighbors are evaluated, as described in the next section.

### 3.2. Neighbor Distance Method

For a complete evaluation of the variation of the result in relation to the function for the calculation of neighbor distance, in this paper several functions were used. From an \( my \)-by-\( n \) data matrix \( Y \), which is treated as \( my \) (1-by-\( n \)) row vectors \( y_1, y_2, \ldots, y_my \), and an \( mx \)-by-\( n \) data matrix \( X \), which is treated as \( mx \) (1-by-\( n \)) row vectors \( x_1, x_2, \ldots, x_mx \), the distances between the vector \( x_s \) and \( y_t \) could be defined according to: Euclidean distance (13), cosine distance (14), correlation distance (15a), chebychev distance (16), city block distance (17), spearman distance (18), standardized euclidean distance (19), minkowski distance (20), mahalanobis distance (21).

\[
d_{st}^2 = (x_s - y_t)'(x_s - y_t).
\]  
\[
d_{st} = (1 - \frac{x_s'y_t'}{\sqrt{(x_s'x_s')(y_t'y_t')}}).
\]
\[ d_{st} = 1 - \frac{(x_s - \bar{x}_s)(y_t - \bar{y}_t)'}{\sqrt{(x_s - \bar{x}_s)(x_s - \bar{x}_s)'} \sqrt{(y_t - \bar{y}_t)(y_t - \bar{y}_t)'} } \]  
\[(15a)\]

wherein,
\[ \bar{x}_s = \frac{1}{n} \sum_j x_{sj} \]  
\[(15b)\]

and
\[ \bar{y}_t = \frac{1}{n} \sum_j y_{tj} \]  
\[(15c)\]

\[ d_{st} = \max_j \{|x_{sj} - y_{tj}|\} \]  
\[(16)\]

\[ d_{st} = \sum_{j=1}^{n} |x_{sj} - y_{tj}| \]  
\[(17)\]

\[ d_{st} = 1 - \frac{(r_s - \bar{r}_s)(r_t - \bar{r}_t)'}{\sqrt{(r_s - \bar{r}_s)(r_s - \bar{r}_s)'} \sqrt{(r_t - \bar{r}_t)(r_t - \bar{r}_t)'} } \]  
\[(18)\]

where \( r_s \) and \( r_t \) are the coordinate-wise rank vectors of \( x_s \) and \( y_t \) \[43\].

\[ d_{st}^2 = (x_s - y_t)V^{-1}(x_s - y_t)' \]  
\[(19)\]

wherein \( V \) is the \( n \)-by-\( n \) diagonal matrix whose the diagonal element is \( S(j)^2 \), being \( S \) is a vector of scaling factors for each dimension.

\[ d_{st} = \sqrt{\sum_{j=1}^{n} |x_{sj} - y_{tj}|^p} \]  
\[(20)\]

\[ d_{st}^2 = (x_s - y_t)C^{-1}(x_s - y_t)' \]  
\[(21)\]

where \( C \) is the covariance matrix. Considering that the calculation of the distance from neighbors is of paramount importance for the algorithm, a wide range of functions results in a more complete assessment of the \( k \)-NN \[44\].

### 3.3. Holdout

In the holdout approach, the division of data is carried out considering a proportion of data \( \rho \) for training and a proportion \((1 - \rho)\) for testing. To make the results less dependent on the partition made, random partitions can be used to obtain an average performance using holdout \[45\].

### 3.4. Cross-validation

In the process of cross-validation, the data set is divided into subsets \( k \) of approximately equal size. The \( k-1 \) objects are used in the training of the predictor, which is then tested in the remaining partition. The process is repeated \( k \) times, using a different partition in each cycle until all have been used. The predictor’s performance are given by the average of the performance observed in each test set \[46\].

In the classification problem in question, \( k \)-fold maintains in each partition the proportion of examples from each class similar to the proportion contained in the total data set \[47\]. This means that, for example, if the original dataset contains 20% of objects in class 1 and 80% in class 2, each partition will also maintain this proportion.
3.5. Benchmarking

After evaluating the best configuration of the model, a benchmarking with the decision tree [48], ensemble [49,50] and support vector machine (SVM) [51–53] models is presented. The pictures of the insulators were taken before the measurement of the NSDD, so that there was no influence from the operator on the contamination, if the contamination did not meet the requirement of IEC 60815 (Annex C) [32] the process would be repeated since the start.

The results presented in this paper were evaluated from Intel Core I5-7400, 20 GB of random-access memory, with the MATLAB software. The application of the proposed method in an embedded system could be a solution for the electrical inspections, improving the reliability of the electrical power network [54–57].

4. Analysis of Results

In this section, the results of the multi-classification of contaminated insulators are presented and discussed. As the used model is supervised, the first analysis to be performed is related to the NSDD result, which is considered the desired output from the network in the classification process.

Table 1 shows the variation of NSDD depending on the Kaolin concentration used in the analysis. It is noticeable that the NSDD value is directly influenced by the Kaolin concentration used in the experiment, the range of variation of the NSDD can be high which makes the classification of the data more difficult, since this distribution is not linear. As discussed in subSection 2.1, the NSDD value is obtained by the difference of $W_f$ and $W_i$ in relation to the area, according to Eq. (1).

![Table 1: NSDD variation according to Kaolin concentration.](image)

In addition to the 6 variations in Kaolin concentration, 2 classes were analyzed with the inclusion of salt (to evaluate ESDD), resulting in 6 concentration variations and 8 evaluated classes. In Fig. 4, NSDD results are presented in $mg/cm^2$ for the 40 analyses performed, being divided into 8 classes (presented in different colors) with 5 insulators in each class.

![Figure 4. Non-soluble deposit density (NSDD) for the samples analyzed.](image)

As can be seen, there is a grouping of data that are related to the levels of NSDD. This result is expected since for each insulator of the same class the same concentration
of contaminants was used. It was noticed during the initial laboratory evaluation that ESDD does not generate visual variations, that is, the conductivity that occurs due to the concentration of salt in the analysis does not represent a large visual variation and for this reason, the ESDD was not evaluated. The NSDD variation caused by the Kaolin concentration generates great visual differences and for this reason, the NSDD was the focus of the classification analysis.

To perform the multi-classification, the results were evaluated in relation to the NSDD concentration level. Table 2 shows the percentage of insulators that fit each condition evaluated in the multi-classification. In addition, to the 40 samples evaluated, 3 samples without contamination were included for the classification, which were considered to be scale background, so the classification occurs for 4 different conditions.

Table 2: Percentage of insulators by contamination level for the classification.

<table>
<thead>
<tr>
<th>Kaolin (g/l)</th>
<th>NSDD &lt; 1.0 (mg/cm²)</th>
<th>1.0 &lt; NSDD &lt; 2.0 (mg/cm²)</th>
<th>NSDD &gt; 2.0 (mg/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>100 %</td>
<td>0 %</td>
<td>0 %</td>
</tr>
<tr>
<td>8</td>
<td>80 %</td>
<td>20 %</td>
<td>0 %</td>
</tr>
<tr>
<td>10</td>
<td>60 %</td>
<td>40 %</td>
<td>0 %</td>
</tr>
<tr>
<td>16</td>
<td>0 %</td>
<td>40 %</td>
<td>60 %</td>
</tr>
<tr>
<td>20</td>
<td>0 %</td>
<td>40 %</td>
<td>60 %</td>
</tr>
<tr>
<td>25</td>
<td>0 %</td>
<td>20 %</td>
<td>80 %</td>
</tr>
</tbody>
</table>

After defining the desired output from the network, the classification process begins using the $k$-NN algorithm. The parameters of the algorithm are evaluated dynamically, from the variation of the number of neighbors and variation of the function for the calculation of the distance in $k$-NN. To assess the influence of the data separation method, the first analysis is performed with the data directly separated, through the holdout approach, presented in Fig. 5.

![Figure 5. Analysis of the accuracy of the algorithm using holdout.](image)

In this initial assessment, in most ways to distance calculation, the greater the number of neighbors in the $k$-NN, the lower the accuracy of the algorithm. The exception occurs in calculating the distance using the Euclidean equation, however from 10 neighbors, there is no significant improvement in accuracy through this function. The method of calculation that results in better accuracy for the division of data by the holdout approach is the mahalanobis function. In the following analysis, the evaluation
is performed with the validation approach from randomly separated data, these results are shown in the Fig. 6.

![Figure 6. Analysis of the accuracy of the model using holdout with randomly separated data.](image)

Using the holdout approach with the data randomly separated, there is a greater variation in accuracy depending on the variation in the number of neighbors. There is also a greater variation using different functions for calculating the distance in the $k$-NN. Despite the greater variation, the characteristics of better accuracy in the mahalanobis function and greater variation of the spearman function remain, as well as those found without the use of randomness. Fig. 7 presents an analysis of the use of $k$-fold cross-validation method.

![Figure 7. Analysis of the accuracy of the algorithm using cross-validation.](image)

As well as the results applying the holdout approach from a random data set, in the $k$-fold method, the best accuracy result is maintained using the mahalanobis function. From the mahalanobis function there is an improvement in accuracy depending on the way the data set is used in the training process, the best result was obtained using the $k$-fold from 2 neighbors.
Based on this configuration, the variation in the number of folds ($k$) is evaluated in Table 3 for 3 distance weight calculation methods. The evaluation was performed using 2 to 12 folds, however, the best results were obtained between 5 to 10, for this reason only these values are presented. The best accuracy result was found using 9 folds in the Table 3: Evaluation of the variation in the number of folds.

<table>
<thead>
<tr>
<th>Distance Weight</th>
<th>5-fold</th>
<th>6-fold</th>
<th>7-fold</th>
<th>8-fold</th>
<th>9-fold</th>
<th>10-fold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal</td>
<td>82.85</td>
<td>81.69</td>
<td>82.85</td>
<td>81.69</td>
<td>82.85</td>
<td>79.94</td>
</tr>
<tr>
<td>Inverse</td>
<td>79.36</td>
<td>81.98</td>
<td>82.85</td>
<td>80.52</td>
<td>84.59</td>
<td>81.69</td>
</tr>
<tr>
<td>Sq. Inverse</td>
<td>81.69</td>
<td>84.30</td>
<td>82.85</td>
<td>83.14</td>
<td>84.58</td>
<td>83.14</td>
</tr>
</tbody>
</table>

3 methods of calculating the distance weight. By using this configuration, 100 analyses were performed and the statistical result is shown in Table 4.

Table 4: Statistical evaluation of the $k$-NN algorithm.

<table>
<thead>
<tr>
<th>Distance Weight</th>
<th>Accuracy (%)</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal</td>
<td>85.17</td>
<td>$8.70 \times 10^{-3}$</td>
</tr>
<tr>
<td>Inverse</td>
<td>85.17</td>
<td>$1.11 \times 10^{-2}$</td>
</tr>
<tr>
<td>Sq. Inverse</td>
<td>84.88</td>
<td>$9.6 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

The best accuracy found was 85.17 %, for calculating the distance weight from 100 analyzes. It is possible to realize that this variation is statistically low based on the values of standard deviation; this shows that the algorithm is robust with low variation even with a large number of analyzes.

4.1. Benchmarking

For a comparative evaluation, the same configuration used for the cross-validation of the $k$-NN was applied in all compared models, the statistical results are presented in Table 5. Models variations are presented for a complete assessment. The decision tree algorithm uses split criterion Gini’s diversity index (gdi) and deviance. In the SVM the coding “one vs one” and “all pairs” are applied.

Table 5: Benchmarking with statistical evaluation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree (gdi)</td>
<td>56.98</td>
<td>$1.26 \times 10^{-2}$</td>
</tr>
<tr>
<td>Decision Tree (deviance)</td>
<td>61.63</td>
<td>$7.43 \times 10^{-3}$</td>
</tr>
<tr>
<td>Ensemble (subspace)</td>
<td>67.44</td>
<td>$6.42 \times 10^{-3}$</td>
</tr>
<tr>
<td>SVM (onevsone)</td>
<td>47.67</td>
<td>$6.34 \times 10^{-3}$</td>
</tr>
<tr>
<td>SVM (allpairs)</td>
<td>47.38</td>
<td>$7.84 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

As can be seen in Table 5, the decision tree, ensemble (subspace) and SVM algorithms had lower accuracy results than the $k$-NN for the evaluation presented in this paper. The differences between the maximum and minimum values remained low in all evaluated algorithms, considering 100 simulations with the same configuration using the cross-validation of the data. The best result found in benchmarking was using the Ensemble (subspace), which resulted in an accuracy of 67.44 % in the best case.

5. Conclusion

The use of the $k$-NN presented in this paper demonstrated that it is possible to classify contamination in insulators as a promising accuracy. Based on this classification, it would be possible to define strategies for maintaining the distribution network
according to the levels of contamination, which are found on the surface of the insulating components. Through predictive maintenance, it will be possible to improve the reliability of the network by reducing power outages.

The analysis showed that cross-validation, a method covered in several articles, is superior to the holdout method for this application. The best accuracy results were found from a lower number of neighbors, this shows that it is necessary to make a complete evaluation of the algorithm to find its best configuration, which in consequence results in higher accuracy. The functions for calculating the distance from neighbors had results that followed the same trend, with the exception of the euclidean function, which had an inverse result in relation to the other functions. The most accurate function for calculating neighbors was the mahalanobis for all validation methods evaluated.

From the best configuration found for the model, the statistical analysis showed a low variation, considering that 100 analyzes were performed using random weights. For all distance calculation methods, the variation between the worst result and the best result was less than 10 % and in the best case, the accuracy reached 85.17 %. This result was superior to that of well-consolidated algorithms such as decision tree, ensemble subspace and SVM. Based on the promising results found in this paper, it will be possible in the future to carry out analyzes to classify the conditions of the insulators in the field. Other ways of extracting characteristics can be applied to compare the influence of the characteristics on the classification results. In the future, the registration of the photos may be performed using drones, facilitating the visualization and classification of the conditions of the insulators through algorithms based on artificial intelligence, as well as presented in this paper.
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The following abbreviations are used in this manuscript:
ANFIS adaptive neuro-fuzzy inference system
ANN artificial neural network
CAPES Coordination for the Improvement of Higher Education Personnel
CBIE Canadian Bureau for International Education
CNN convolutional neural network
ELAP Emerging Leaders in the Americas Program
ESDD equivalent salt deposit density
GMDH group method of data handling
k-NN k-nearest neighbors
LSTM long short term memory
NSDD non-soluble deposit density
SVM support vector machine
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