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Abstract—Hyper-spectral images contain wide range of bands
or wavelength due to which they are rich in information. These
images are taken by specialized sensors and then investigated
through various supervised or unsupervised learning algorithms.
Data that is acquired by hyper-spectral image contain plenty
of information hence it can be used in applications where
materials can bee analyzed keenly, even smallest difference can
be detected on the basis of spectral signature i.e. remote sensing
applications. In order to retrieve information of concerned area,
image has to be grouped in different segments and can be
analysed conveniently. In this way only concerned portions of
the image can be studied that have relevant information and
the rest that do not have any information can be discarded.
Image segmentation can be done to assort all pixels in groups.
Many methods can be used for this purpose but in this paper we
discussed k mean clustering to assort data in AVIRIS cuprite,
AVIRIS Muffet and Rosis Pavia in order to calculate number of
regions in each image and retrieved information of 1st, 10th and
100th band. Clustering has been done easily and efficiently as k
mean algorithm is the easiest approach to retrieve information.

I. INTRODUCTION

Earth is under observation by thousands of satellites that
helps us to get multiple types of information. Most of these in-
formation uses images of earth that are taken from specialised
sensors and imagers. These images are then processed to
retrieve useful data. So taking these images is one of the basic
concern. Now a day hyper-spectral imaging technology has
attracted many researchers as it gives treasure of information.
Hyper-spectral sensors are designed to capture large number
wavelength bands [1]. Hence hyper-spectral image contains
wide and narrow range of wavelength which makes these
images a source of rich information [2]. A Hyper-spectral
image forms a 3-D (x,y,z) data cube in which x,y are spatial
dimension and z is spectral resolution as shown in figure
1. These images are characterized by spatial and spectral
resolution [3]. Spatial resolution is the smallest distinct detail
in an image [4] and spectral resolution is the ability of sensor
to distinguish the range of different wavelengths present in
image, these wavelength intervals is also known as bands.
Different sensors have different spatial and spectral values.

The images we are working on are taken from AVIRIS and
ROSIS. Their spectral properties can be seen in table I [1].
Due to the rich details provided by hyper-spectral images,

hyper-spectral imaging is used for various applications like
agriculture and water resource management[5] [6], military
defence, art preservation and archaeology [7] [8], medical
diagnosis [9] [10], crime scene analysis[11][12], document

Fig. 1: Hyper-spectral imaging

Sensor Spectral Band Spectral Range Spectral Resolution

AVIRIS 224 0.38-2.5 4-20

ROSIS 115 0.42-0.873 2

TABLE I: Spectral band, range and resolution of AVIRIS and
ROSIS sensors

imaging [13], and forensics [14].
Hence to attain full information of the hyper-spectral each
region of the image is analysed along with its full spectrum
signature. As each image contains thousands of small regions
(pixel) each pixel has its own spectral signature which defines
the property of material. For this purpose both supervised and
unsupervised learning algorithm can be used.
The primary goal of satellite imagery study is to accurately
assess terrain features and extract relevant data [14]. The two
main types of algorithms are unsupervised (clustering) and
supervised (classification) algorithms. Every classification and
clustering algorithm gives different performance on different
type of datasets. The performance depends upon the type
of data used, scale of data, training sample size and the
type of classification method used[15]. In this paper we used
k–means clustering algorithm that is an unsupervised learning
technique. Figure 2[16] shows unsupervised clustering chain,
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with K-Means algorithm as the clustering algorithm.

Fig. 2: Unsupervised learning algorithm

II. METHODOLOGY

Each pixel of hyper-spectral image contains a spectral
signature that depends upon the reflectance of the specific
material.If we can retrieve that spectral information we can
tell the specific characteristic of material in that pixel. In this
paper we worked on three data sets, information of them are
given below.

A. Sample data

Three data sets that are used for analysis purpose are
Aviris Cuprite, Aviris Muffet and Rosis Pavia. Cuprite and
Muffet are retrieved from NASA’s Airborne Visible/Infrared
Imaging Spectrometer (AVIRIS) that has a spatial resolution
of 20 meters when flown at its typical altitude of 20 km,
but a 4-meter resolution when flown at an altitude of 4 km.
The number of spectral band of cuprite and Muffet is 224
with wavelength ranged from 400nm-2500nm. Pavia university
scene has been retrieved by the ROSIS sensor during a flight
campaign over Pavia, Italy. The number of spectral bands of
Pavia university is 113 with wavelength ranged from 430nm
to 860nm, pixels are 610*610, but some of the samples in
this image contain no information and have to be discarded
before the analysis. The geometric resolution is 1.3 meters. As
hyper-spectral image consists of number of spectral bands and
human eye can only detect 3 bands (RGB), hence its display
for the human eye to visualize is an important task [17].
An efficient band reduction algorithm is required to visualize
hyper-spectral image[18]. In figure 3 data sets has been shown.

B. K-Means Clustering algorithm

The K-means algorithm is a simple method for calculating
the mean of a group with k number of sets. The algorithm
is designed to reduce cluster inconsistency [16][19][20] by
organizing the hyper-spectral data in such a way that pix-
els that contains similar spectral characteristics are clustered
together[20]. K-means introduces centroids ck among the k
number of clusters and keeps on calculating the distance of
each cluster from it using euclidean distance and segregating

(a) Pavia university (b) Cuprite (c) Muffet

Fig. 3: Data sets

these cluster on the basis of minimum distance m from it. The
algorithm keeps on calculating the distance until there is no
change in distance m. Hence new set of groups are created
with similar properties.Euclidean distance of centroid to each
cluster can be found by using following equation.

J =

k∑
j=1

n∑
i=1

||xj
i − cj ||2 (1)

k∑
j=1

= sum of clusters from 1 to k

n∑
i=1

= sum of data points from 1 to n

where, n = number of data points.

||xj
i−cj ||

2 = Euclidean distance between data point and centroid

This quation will calculate Euclidean distance between data
points and centroid for each cluster.

1) Mean initialisation: Mean initialisation is the major step
in clustering algorithm in order to determine the accuracy
of classification. Forgy and Random Partition methods are
commonly used mean initializing methods. Forgy partition
method randomly chooses value of k i.e k number of ob-
servations.Then this value of k initialise as means. While
random Partition method initialises by assigning cluster to
each observation. The Forgy method is a preferable method
of mean initialization.

III. RESULTS AND DISCUSSION

K-means clustering algorithm is applied on Pavia Uni-
versity, Cuprite and Muffet to classify all these data sets.
Algorithm divides image pixels into group on the basis of
the similarities between their spectral refecltance values. In
such way regions that have similar reflectance spectrum can
be categorized as a group hence vegetation, rocks, water
is differentiated. For k-mean algorithm predicting number
of cluster is an important task. Value of k used for Pavia
university is 9 (k=9) and for Cuprite and Muffet is 8 (k=8).
Algorithm runs 30 times for PAVIA and Cuprite data set for 5
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times for Muffet dataset, results can be seen in figure 4. Each
cluster is labeled with different color as shown in figure 5. The
process time is slow because of high computation. Cuprite data
set took larger computational time as data set is complicated as
compared to other two data sets.K-means clustering algorithm
is implemented on all 3 data sets using Python.

(a) Pavia university (b) Cuprite (c) Muffet

Fig. 4: Spectral classes from k mean clustering

(a) Pavia university (b) Cuprite (c) Muffet

Fig. 5: Color labeling

IV. CONCLUSION

In satellite remote inspection, Hyperspectral imaging is a
promising technique for evaluation of different materials. For
different material detection like vegetation, water, soil etc, we
employed K-means clustering. This method happened to give
great results in detecting different regions through clustering.
It is simple to implement, faster in terms of computing, and
ensures convergence. One of the technique’s drawbacks is that
it requires the user to manually select the cluster number,
which in this case is ”k.”

V. FUTURE WORK

In future implementation of different classification and
clustering techniques can be used and their results can be
compared. This will eventually give us best clustering or clas-
sification algorithm that could take lesser time. Like ISODTA
is also an unsupervised learning technique but gives better and
efficient results than K mean clustering[20].
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