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Abstract: This work proposes a systematic topology optimization approach to simultaneously design the morphing functionality and actuation in three-dimensional wing structures. The actuation is assumed to be a linear strain-based expansion in the actuation material and a three-phase material model is employed to represent structural and actuating materials, and void. To ensure both structural stiffness with respect to aerodynamic loading and morphing capabilities, the optimization problem is formulated to minimize structural compliance while morphing functionality is enforced by constraining a morphing error between actual and target wing shape. Moreover, a feature mapping approach is utilized to constrain and simplify actuator geometries. A trailing edge wing section is designed to validate the proposed optimization approach. Numerical results demonstrate that three-dimensional optimized wing sections utilize a more advanced structural layout to enhance structural performance while keeping morphing functionality than two-dimensional wing ribs. The work presents the first step towards systematic design of three-dimensional morphing wing sections.
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1. Introduction

Since the earliest forms of aviation, efforts have been made to minimize drag resulting from discontinuous flight control surfaces. The Wright brothers solved roll control using a wing-warping mechanism in their first flying machine. Other remarkable historical examples are Holle’s adaptive systems for modifying leading and trailing edges [1] and Parker’s variable camber wing [2] used to increase cruising speed by continuously varying the geometrical wing characteristics by means of a proper arrangement of the internal structure.

Since that time, the idea of creating motion using flexible structures became unreasonable from the viewpoint of engineering design since engineering practice gradually tried to avoid flexibility, and many systems were designed to be rigid. Traditional metals, such as aluminum, stainless, and titanium, dominated the aerospace industry for over fifty years, as they were considered lightweight, inexpensive, and state-of-the-art. Meanwhile, the interest in cost-effective fuel-efficient aircraft technologies increased gradually, and these metals started ceding territory to new alloys and composite materials designed to offer lighter weight, greater strength, better corrosion resistance, and reduced assembly and manufacturing costs. Once only considered for non-critical interior cabin components, composite materials are now occupying the space of traditional materials for a wide range of aircraft components, including wing, fuselage, landing gear, and engine.

However, a variation of this trend exists even in modern commercial aircraft, as the use of metallic structures has not entirely disappeared. Aircraft mechanisms, predominantly made from metallic components, continue to be developed and improved to offer ever-increasing performance and more effective deployment kinematics. Metallic mechanisms are still used for both the primary and secondary control surfaces and for landing gear deployment and stowage.

However, the design templates of such traditional wings, conceived of rigid structures...
with discrete control surfaces operated by rigid-body mechanisms, are a century old. They provide the current standard of adaptive wing airfoils, necessary to efficiently meet the stringent aircraft aerodynamic requirements, involving both high-speed efficiency in cruise and high-lift performance in take-off and landing conditions. However, they do no justice to what nature has achieved in birds; in flight, they are capable to actively morph their wings accordingly to produce sufficient lift and thrust and control and stabilize their flight. The simultaneous push for enhanced aircraft flight performance, control authority, and multi-mission capability, and the advent of one-piece designs, reducing the number of components in overall assemblies, have motivated investigations into conformal morphing systems. In this study, a continuous span morphing wing trailing edge is considered, with the goal of increasing aircraft aerodynamic efficiency and reducing assembly time and costs. We define a morphing wing device as a structural system with a continuous skin and an internal mechanism capable of achieving morphing of the outer skin.

With the continuous drive to decrease weight, topology optimization \cite{3,4} has been used to design lightweight and adaptive compliant mechanisms \cite{5}. Furthermore, mechanism design is often a complex task based on experience and trial and error approaches. Sigmund \cite{6} proposed using topology optimization to the systematic design of mechanisms, both on a micro- and a macro scale. The systematic design of mechanisms is obtained by optimizing a domain to generate a specific shape. Sigmund \cite{7,8} also extended mechanism design to multiphysical and multi-material models by modeling bi-material electrothermomechanical actuators using topology optimization.

Studies of topology optimization of morphing wing mechanisms are limited to two-dimensional (2D) models. Kambayashi \textit{et al.} \cite{9} presented a method for obtaining a multi-layered compliant mechanism for a morphing wing under multiple flight conditions. Tong \textit{et al.} \cite{10} studied topology optimization of composite material integrated into a compliant mechanism for a morphing trailing edge. Zhang \textit{et al.} \cite{11} presented a study of a morphing wing leading edge driven by a compliant mechanism design. De Gaspari \cite{12} proposed a design of adaptive compliant wing through a multilevel optimization approach where, sizing, shape and topology optimization are adopted. Gomes and Palacios \cite{13} presented a method for a two-step optimization of aerodynamic shape adaptation a compliant mechanism, by modeling fluid-structure interaction problems combining with density-based topology optimization. Gu \textit{et al.} \cite{14} presented a method for finding an optimized structural layout of a morphing wing, and simultaneously finding the layout of a driving actuator, by modeling a Shape Memory Alloy (SMA) wire.

All of the above studies only address the mechanism as a 2D structure, and as the movement of a morphing structure is not necessarily restricted to 2D results might be inferior. Furthermore, a 2D study limits the potential solution space for optimization and does not give much insight, except as an academic example. Hence a superior mechanism design can be obtained if the problem is posed in three-dimensional (3D) space. The majority of the mechanisms presented in the above studies are driven by an external force or displacement, meaning that in practice, additional space is required for an actuator(s) in the morphing structure, as investigated in \cite{15}. Actuating, as part of the mechanism, could prove a better overall volume optimum for a morphing wing, as seen in \cite{14}. Therefore, this paper proposes a novel approach for simultaneously designing mechanism and actuating for 3D morphing structures via the topology optimization method. A three-phase material interpolation scheme is employed to represent structural and actuating materials, and void in the optimization procedure. In order to conceive a 3D topology optimization method efficiently, a parallel framework is utilized.

The paper is organized as follows: Section 2 introduces the modeling of a morphing wing structure, with a brief description of the finite element formulation; section 3 presents the proposed topology optimization methodology; section 4 shows optimized morphing wing structures for different design domain formulations; and section 5 and 6 provides a discussion and conclusions.
2. Optimization Model

The optimization problem concerns the composition of void-, structural-, and actuating material in the design domain $\Omega$ for a trailing edge wing model, such that the surface $\Gamma(u)$ (function of the state field, $u$) of the trailing edge, will deform to a target surface $\bar{\Gamma}$ in the morphed domain $\Omega^*$. Simultaneously stored strain energy from a surface traction $\bar{t}$ must be minimized for stiffness maximization. The actuation is assumed to be a linear strain-based expansion in the actuating material, stimulated by a thermal change $\Delta T$. This may also be interpreted as a simple linear model of a SMA based actuator. The problem is illustrated in Fig. 1. Some areas of $\Omega$ may be restricted to be passive material, i.e., void, structural, or actuating materials.

The trailing edge model has been inspired by Vecchia et al. [16], and is realized as follows. A NACA 2414 airfoil is considered as a base model. The airfoil is illustrated in Fig. 2. We use the software application XFOIL [17] to calculate the aerodynamic load case subjected to the airfoil in the form of pressure coefficients. The pressure is calculated based on an assumed attack of angle of $5^\circ$, inviscid flow, and a free stream velocity of $70\,[m/s]$ at sea level. For the trailing edge, we only consider the airfoil in the range $x/c = [0.65, 1]$, which is highlighted as the trailing edge region in Fig. 2. $c = 1400\,[mm]$ is the cord. The trailing edge region has the reference coordinate system $(\bar{x}, \bar{y})$, and the dimension $L_x \times L_y$.

The target morphing shape is obtained by rotating the camber line gradually with morphing angle $\alpha_m = \sin(\bar{x}\pi/(2L_y))a_0$ with $a_0 = -10^\circ$ being the tip morphing angle. The rotation is with respect to the cord line, such that the beginning and end of the target morphing shape experiences little bending, illustrated in Fig. 2.

The 2D airfoil profile, pressure model, and target morphing shape is extruded in the out-of-plane direction $(\bar{z})$ with $L_z = 500\,[mm]$, so a wing section is formed, as seen in Fig. 1. The internal part of the trailing edge section (i.e., the design domain) is divided into two sections, where the middle section has the width $L_D$ so that the design domain can be segmented into the sub design domains, $\Omega_1$ (light gray) and $\Omega_2$ (hatched), see Fig. 1. In the following problems $L_D = 0.1L_z$ is used. The design domain of the trailing edge section is enclosed by a skin (passive domain) with a thickness of $2\,[mm]$. The trailing edge section is modeled with symmetry $(\bar{x}, \bar{y})$-plane at $0.5L_z$, the surface $\Gamma_1$ is fixed, and the surface $\Gamma_2$ is constrained with no $z$-displacement (symmetry).

The chosen material properties are listed in Tab. 1. The structural and actuating materi-
als are represented by subscripts 1 and 2, respectively. The skin has the same material properties as the structural material. The thermal change is set to unity.

Table 1. Material properties for the trailing edge model.

<table>
<thead>
<tr>
<th>$E_1$ [GPa]</th>
<th>$E_2$ [GPa]</th>
<th>$\nu_1 [-]$</th>
<th>$\nu_2 [-]$</th>
<th>$\alpha_1 [-]$</th>
<th>$\alpha_2 [-]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>72</td>
<td>70</td>
<td>0.32</td>
<td>0.32</td>
<td>0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

The governing equation for the above problem is given in the standard finite element formulation, for two load cases,

$$K u_i = f_i, \quad i \in \{1, 2\}$$

with $K$, $u_i$, and $f_i$ denoting the global-stiffness matrix, displacement and force vectors, respectively. The domain $\Omega$ is discretized by non-regular 8-node tri-linear hexahedral isoparametric elements. $K$ is assembled from element stiffness matrixes, $K_e$. For more details on finite element analysis, the reader is referred to [18].

We define the two load cases as

$$f = \begin{cases} f_{\text{ext}} + f_{\text{int}} \\ f_{\text{ext}} \end{cases},$$

where the subscript ‘ext’ and ‘int’ denotes external and internal loading, respectively. The external loading, is defined as the aerodynamic loading on surface $\Gamma_f$. The internal loading is defined as the linear strain-based actuator expansion, modeled as the linear element-volume expansion force. It depends on the element constitutive law, $C_e$ and the element thermal expansion coefficient $\alpha_e$ and the temperature change $\Delta T$,

$$f_{\text{e, int}} = \int_{\Omega_e} B_e^T C_e \varepsilon_0 \, dV_e, \quad \varepsilon_0 = \{ \alpha_e, \alpha_e, \alpha_e, 0, 0, 0 \}^T \Delta T,$$

where $B_e$ denotes the elemental strain-displacement matrix.

3. Topology Optimization

3.1. Optimization Problem

The design problem for a morphing wing structure is sketched in Fig. 1, while an illustration of the target shape is illustrated in the highlight in Fig. 2, as the 2D profile. As stated in the previous section, the morphing functionality is realized by constraining the error between $\Gamma(u)$ and $\bar{\Gamma}$, where $\Gamma(u)$ and $\bar{\Gamma}$ are composed of $N$ degrees of freedom (dof) representing the real and target morphing shapes, respectively. The error is calculated based on the nodal displacement. In Fig. 2 an example is shown for target point $i$ (shown in solid blue on the figure), where the distance $d$ is the nodal displacement change between the original nodal point and morphed target nodal point.

In this work, we use two methods to parameterize the multiple material distribution in the design domain, i.e., a density based approach and a feature mapping based approach. Details of design parameterizations are presented in subsection 3.2. To ensure structural stiffness, we formulate the optimization problem for morphing wings as structural compliance minimization under aerodynamic loading, while the morphing functionality is enforced as a constraint, stated as,
Figure 2. A NACA 2414 2D airfoil profile is illustrated with the morphed trailing edge (red line). \((\bar{x}, \bar{y})\) defines the reference coordinate system for the trailing edge region (blue dashed line), with the dimensions \(L_x \times L_y\). The trailing edge section is highlighted, here the nodal points of the original profile, \(\Gamma(u)\), and the nodal target points, \(\bar{\Gamma}\), are shown. The blue line and dots show the error as the distance, \(d\), for node and target \(i\).

\[
\begin{align*}
\min_{\xi} & : & C(\xi) &= f_2^T u_2 \\
\text{s.t.} & : & K(\xi) u_i &= f_i, \quad \forall i \in \{1, 2\} \\
& & \log(\mathcal{E}(\xi)/\mathcal{E}^*) &\leq 0 \\
& & \mathcal{F}_1(\xi) - \mathcal{F}_1^* &\leq 0 \\
& & \mathcal{F}_2(\xi) - \mathcal{F}_2^* &\leq 0 \\
& & 0 &\leq \xi &\leq 1
\end{align*}
\]

(4)

\(\mathcal{E}(\xi)\) denotes the morphing displacement error between a given target morphing and actual wing shapes, logarithm (log) is employed to normalize the constraint. \(\mathcal{F}_1(\xi)\) and \(\mathcal{F}_2(\xi)\) denote the volume fractions of the structural and actuating materials, \(\mathcal{E}^*, \mathcal{F}_1^*, \text{ and } \mathcal{F}_2^*\), are corresponding prescribed upper bounds.

The displacement error is formulated as the aggregation \(p\)-mean function of the relative error of \(N\) target degrees of freedom,

\[
\mathcal{E}(\xi) = \left( \frac{1}{N} \sum_{i=1}^{N} (\epsilon_i(u_1))^p \right)^{\frac{1}{p}}, \quad \epsilon(u_1) = \frac{1}{\max(|\bar{\Gamma}| - |\Gamma(u_1)|)}
\]

(5)
where $p = 2$ is used. The volume constraints will be defined in the following subsection 3.2 where two design parameterizations are introduced.

3.2. Density Parameterizations and Interpolation Functions

Two different design parameterizations are employed in this study, i.e., a density based approach and a feature mapping based approach. In both cases, two element-wise density fields are used to indicate the material occupations.

In order to avoid mesh-dependency and checkerboard pattern [19,20] and enhance the discreteness of designs, we employ a three-field approach as formulated by [21]. A element-wise density field $x$ is first filtered, $\tilde{x}$, using the modified Helmholtz-equation type PDE filter [22], stated as

$$ - R^2 \nabla^2 \tilde{x} + \tilde{x} = x, $$

where $R = r_{\text{min}}/\sqrt{12}$ and $r_{\text{min}}$ is the physical filter radius. A physical density field $\tilde{x}$ is then obtained by a modified smooth Heaviside function

$$ \tilde{x} = \frac{\tanh(\beta \eta) + \tanh(\beta(\tilde{x} - \eta))}{\tanh(\beta \eta) + \tanh(\beta(1 - \eta))}. $$

Here $\beta$ controls the steepness/sharpness of the function, and $\eta$ sets the threshold value.

3.2.1. Density Approach

In the density based approach, denoted density approach, we introduce two design variables per element to parameterize the material distributions, i.e., a materiel density design variable $\rho_e$, and a material phase design variable $\psi_e$ with $\rho_e, \psi_e \in [0, 1]$. Hence, the design variables and two density fields are

$$ \zeta = \{\rho, \psi\}^T, \quad x \in \{\rho, \psi\}^T. $$

In this approach, $\tilde{\rho}_e = 1$ and $\tilde{\psi}_e = 1$ indicate the element is occupied by actuating material, $\tilde{\rho}_e = 0$ and $\tilde{\psi}_e = 1$ by structural material, and $\tilde{\rho}_e = 0$ by void. Hence, the volume fractions of the structural and actuating materials are calculated by

$$ F_1 = \sum_e V_e \tilde{\rho}_e (1 - \tilde{\psi}_e), \quad F_2 = \sum_e V_e \tilde{\rho}_e \tilde{\psi}_e, $$

where $V_e$ is the element volume, and $V$ the total volume of $\Omega$.

We employ the three-phase material model proposed by Sigmund [8] to interpolate the elemental material properties, given as

$$ G(\tilde{\rho}_e, \tilde{\psi}_e) = \tilde{\rho}^p \Phi_G(\tilde{\psi}_e), $$

$$ K(\tilde{\rho}_e, \tilde{\psi}_e) = \tilde{\rho}^p \Phi_K(\tilde{\psi}_e), $$

$$ a(\tilde{\psi}_e) = \frac{(K_1 a_1 - K_2 a_2)K(\tilde{\psi}_e) - K_1 K_2 (a_1 - a_2)}{K(\tilde{\psi}_e)(K_1 - K_2)}, $$

with the phase interpolations defined as;

$$ \Phi_G(\tilde{\psi}_e) = (1 - \Psi) G_{L}^{\text{HSW}}(\tilde{\psi}_e) + \Psi G_{U}^{\text{HSW}}(\tilde{\psi}_e), $$

$$ \Phi_K(\tilde{\psi}_e) = (1 - \Psi) K_{L}^{\text{HS}}(\tilde{\psi}_e) + \Psi K_{U}^{\text{HS}}(\tilde{\psi}_e). $$

Here, $G_{L}^{\text{HSW}}$ and $G_{U}^{\text{HSW}}$ are the lower and upper Hashin-Shtrikman-Walpole (HSW) bounds on the shear modulus, and $K_{L}^{\text{HS}}$ and $K_{U}^{\text{HS}}$ are the lower and upper Hashin-Shtrikman (HS) bounds on the bulk modulus. The bound formulation is shown in the appendix of [8].
\( \Psi \in [0,1] \) interpolates linearly between the lower and upper bounds and works as a penalization mechanism for intermediate densities. \( k(\hat{\rho}_e) \) is found from (11) by setting \( \hat{\rho} = 1 \). The interpolation of the linear strain-based expansion is important as it scales correctly with the material stiffness and hence stays monotonic.

### 3.2.2. Feature Mapping Approach

Density-based topology optimization often results in rather complex, distributed and very ‘natural’ looking structures. Simpler geometry representation of the actuating material regions is highly desired from a manufacturing point of view. To impose this while still representing the design domain on a fixed grid, a feature mapping based approach is adopted.

Feature mapping is a broad term which defines the general method for representing or mapping high-level geometric feature parameterization on a fixed non-conforming grid. The first use of feature mapping was demonstrated by Norato et al. [23]. The reader is referred to the comprehensive review by Wein et al. [24] on feature mapping, for more details.

In this study, geometric features are implicitly represented using a feature mapped density field, \( \chi \). We use a super-ellipsoid to describe the actuator (similar to Wang [25]), where the center of the super-ellipsoid is located with \( \vec{r}_0 = \{x_0, y_0, z_0\}^\top \). For a given element located at \( \vec{r}_e \), the relation between the element and the super-ellipsoid is represented by

\[
H(\kappa) = \left( |a|^{m_{12}} + |b|^{m_{12}} \right) r^{-m_{12}} + |c|^{m_3} l^{-m_3} - 1. \tag{15}
\]

Here \( H < 0 \) indicates that the element is inside of the super-ellipsoid, and \( H = 0 \) on the boundary, \( H > 0 \) for outside. \( \vec{r}_H = \{a, b, c\}^\top \) are the transformed translational coordinates, defined by:

\[
\vec{r}_H = \vec{r}_e - \vec{A}(\theta_1, \theta_2) \vec{r}_0. \tag{16}
\]

\( \vec{A} \) is a general rotations matrix controlled by the two rotation angles, \( \theta_1 \) and \( \theta_2 \). \( r \) and \( l \) are the semidiameters. The exponents \( m_{12} \) and \( m_3 \) define the feature approximation of the super-ellipsoid. For \( m_{12} = 2 \) and \( m_3 \to \infty \) the super-ellipsoid will become a cylinder. We use \( m_{12} = 2 \) and \( m_3 = 100 \).

The design vector, \( \kappa \), of the super-ellipsoid is

\[
\kappa = \{x_0, y_0, z_0, \theta_1, \theta_2, r, l\}. \tag{17}
\]

The individual design variables in \( \kappa \) are normalized for the optimization problem, here we scale the angles by \( 8\pi \).

The feature mapped density field \( \chi \) is generated using a smoothed Heaviside function,

\[
\chi(\kappa) = 1 - \frac{1}{1 + \exp\left(-\beta_2 H(\kappa)\right)}, \tag{18}
\]

where \( \beta_2 \) controls the steepness/sharpness of the function, like the projection filter [21].

With the feature mapped density field, the design domain is now controlled by the elementwise density design variable, \( \rho \) and, the feature parameters, \( \kappa \), this formulated will be referred to as the feature mapping approach.

In this approach, the design vector, \( \vec{\kappa} \), and two density fields, are

\[
\vec{\kappa} = \{\rho, \chi\}^\top, \quad \kappa = \{\rho, \chi(\kappa)\}^\top. \tag{19}
\]

Here, \( \vec{\kappa}_e = 1 \) indicates the element is occupied by actuating material, \( \vec{\rho}_e = 1 \) and \( \vec{\chi}_e = 0 \) by structural material, \( \vec{\rho}_e = 0 \) and \( \vec{\chi}_e = 0 \) by void. Hence, the volume fractions of the structural and actuating materials are calculated by
Figure 3. Illustration of the two density fields and two material fields. (a) and (b) show the density fields. (c) show how the material model is realized for the density approach. (d) show how the material model is realized for the feature mapping approach, notice how actuator material is dominating the material field when realizing the material model. As seen in (c) and (d) red material will define structural material, while blue material will define actuating material.

\[ F_1(\tilde{\rho}, \tilde{\chi}(\kappa)) = \sum_e V_e \tilde{\rho}_e (1 - \tilde{\chi}_e(\kappa)) \frac{V_e}{V}, \]
\[ F_2(\tilde{\chi}(\kappa)) = \sum_e V_e \tilde{\chi}_e(\kappa) \frac{V_e}{V}. \] (20)

The material property interpolation in (10) and (11) must be modified for the feature mapping approach. We proposed to extend (10) and (11) for a strict geometric feature representation as

\[ G(\tilde{\rho}_e, \tilde{\chi}_e(\kappa)) = \left( \tilde{\rho}_e^p - \left( \tilde{\rho}_e^p - 1 \right) \tilde{\chi}_e(\kappa)^p \right) \Phi_G(\tilde{\chi}_e(\kappa)), \]
\[ K(\tilde{\rho}_e, \tilde{\chi}_e(\kappa)) = \left( \tilde{\rho}_e^p - \left( \tilde{\rho}_e^p - 1 \right) \tilde{\chi}_e(\kappa)^p \right) \Phi_K(\tilde{\chi}_e(\kappa)). \] (21)

The thermal expansion coefficient interpolation is the same as for the density approach; (12). An illustration of the two parameterization approaches is seen in Fig. 3, where it is seen how the two design fields are realized and how they are combined for the physical material field. Noticed for the feature mapping approach, how the feature mapped density field is dominating the material density field. As is defined in Fig. 3, red material will be defined as a structural material, while blue material will be defined as an actuating material, for any further figures of material fields.

3.3. Sensitivity Analysis

We use the adjoint method [19] to calculate the sensitivities of a function, \( f \), which denotes either objective or constraint functions. The sensitivities of \( f \) are found though

\[ \frac{\partial f(\tilde{x})}{\partial \tilde{x}} = \frac{\partial f(\tilde{x})}{\partial \tilde{x}} + \lambda^T \left( \frac{\partial f(\tilde{x})}{\partial \tilde{x}} - \frac{\partial K(\tilde{x})}{\partial \tilde{x}} u(\tilde{x}) \right), \] (23)

where \( \lambda \) is the adjoint vector obtained from

\[ K\lambda = \nabla_u f(\tilde{x}). \] (24)

The chain rule is applied to obtain the sensitivities of \( f \) with respect to the design variables [21]

\[ \frac{\partial f}{\partial \tilde{c}_e} = \sum_{i \in N_{\tilde{c}_i}} \frac{\partial f}{\partial \tilde{x}_i} \frac{\partial \tilde{x}_i}{\partial \tilde{c}_i} \frac{\partial \tilde{c}_i}{\partial \tilde{c}_e}. \] (25)
Similar for the feature mapped density field, the chain rule is applied to find the sensitives regarding the feature mapping design variables $\kappa$.

3.4. Numerical Implementation

The topology optimization problem is implemented in a parallel 3D unstructured topology optimization framework by Träff et al. [26] based on work by Aage and Lazarov [27] utilizing the numerical library PETSc [28]. The finite element system is solved with a multigrid preconditioned Krylov method. The optimization problem is solved with the iterative optimization scheme, MMA [29].

Move limit for $\rho$ and $\phi$ is set to 0.05, while move limits for $\kappa$ is set to 0.05 for translation and volumetric expansion of the feature and 0.002 for rotation. A continuation approach is employed for the projection parameter $\beta$, updated by $\beta = 1.1\beta$ every 40th iteration with an upper limit of 64. For the feature mapping approach, $\beta_2$ is fixed to 10, furthermore, the $\beta$ continuations approach is only started after 300 iterations. For the phase interpolation, we set $\Psi = 0$ for the density approach, however, as we want little penalization on the actuator strength in the feature mapping approach, $\Psi = 1$ is chosen.

4. Examples

This section aims to demonstrate and investigate how the proposed topology optimization method is applied to realize a large-scale 3D morphing wing structure via morphing trailing edge section design.

The trailing edge section was meshed using Cubit [30] with approximate element size of 0.5 [mm], resulting in approximately 70 million elements and 210 million degrees of freedom. The mesh can not be illustrated fully here due to the small element size compared to the size of the geometry. Instead, a close-up of the results is presented in Fig. 4, where the mesh resolution is shown.

A filter radius $r_{\text{min}} = 15$ [mm] is set on both density fields. 264 equally distributed target nodes are used to describe the morphing shape. We only prescribe the morphing displacement error in the vertical direction ($\bar{y}$), as the skin is relatively stiff. The upper bound values for the volume fraction and morphing constraints are listed in Tab. 2.

<table>
<thead>
<tr>
<th>$V_1^*$ (%)</th>
<th>$V_2^*$ (%)</th>
<th>$E^*$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>2.5</td>
</tr>
</tbody>
</table>

The optimization has been run in the DTU Sophia cluster with 800 cores. The density approach result is obtained after 750 iterations, while the feature mapping approach is obtained after 1900 iterations, as the feature mapping approach is slow to converge. Each iteration takes on average 4-5 minutes.

<table>
<thead>
<tr>
<th>$x'_0$</th>
<th>$y'_0$</th>
<th>$z'_0$</th>
<th>$\theta'_1$</th>
<th>$\theta'_2$</th>
<th>$r'$</th>
<th>$l'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>0.65</td>
<td>0.00</td>
<td>143/256</td>
<td>144/256</td>
<td>0.5</td>
<td>0.8</td>
</tr>
</tbody>
</table>

In the density approach, the design domains are initialized with a constant value that satisfies the volume constant domains, according to (9). In the feature mapping approach, the actuator is initialized with the normalized ($'$) design variables listed in Tab. 3 (based on preliminary results obtained from the density approach). The initial design is seen in appendix A in Fig. 1.
Figure 4. Isometric view of the resulting topology from the density approach with one design domain. The skin on the top side is removed for viewing the internal structure. The field is realized with a threshold value of 0.5. On the right side of the figure, a slice of the bottom side of the actuator portion is shown; notice the level of detail archived with the fine mesh discretization. In the top left corner, merging, plate-like, and truss structures are highlighted.

Figure 5. Isometric view of the optimized topology from the density approach with two design domains. The skin on the top side is removed for viewing the internal structure. The field is realized with a threshold value of 0.5. The top close-up shows structural material are forming a composite with actuating material for optimizing actuator capabilities. The bottom close-up shows truss structure merging into thin plate structure.
4.1. Density Approach

In the first result, both structural and actuating materials are freely distributed in the whole design domain, \( \Omega \). An overview of the optimized structure is shown in Fig. 4. It is seen that the structural material (red) has formed a very complex structure consisting of truss and plate-like components. The truss components branch out like tree branches to connect with the skin. The structures resemble gecko feet hair structures. The features are oriented to carry the load and have the bending stiffness required to obtain the constrained morphing shape. The actuating material (blue) has formed a thin plate-like structure at the tip-top of the trailing edge to provide maximum downwards bending moment. At the end of the trailing edge, a few truss actuators are seen. The close-up detail in Fig. 4 shows that the actuating material has formed a complex composite together with the structural material. The structural material forms rings around the actuating material to support the actuator, so both actuator force and stiffness are balanced, this resembles the effects of a weightlifter belt. Furthermore, a nearly periodic structure is observed, which provides a similar morphing shape along \( z \)-direction.

From a manufacturing point of view, this result is too complex to realize. To simplify the actuating region, we now only allow the actuating material in \( \Omega_2 \) (see Fig. 1), while structural material can be freely distributed in the whole domain. The optimized result is shown in Fig. 5. Similar to the previous case, the structural material forms truss and plate-like components. Differences are observed in how the structural material forms around the actuator, i.e., the middle of the domain. We see a stiff structure forming under the actuator and at the end of the actuator, which then branches out to provide the required mechanism to force the whole end of the trailing edge down.

In Fig. 6 and 7, the actuator portion of the structure is isolated and highlighted. Here we again see how a composite structure has formed between the actuator and structural material, such that the actuator provides the wanted force/displacement characteristics for the morphing. From Fig. 6 we see that defined compliant mechanisms with well-defined hinges are formed under the actuator to distribute the bending moment throughout the structure. In Fig. 7, the expansion for the actuator portion is shown, from 0% to 100%. Here the mechanism is seen to morph the structure.

![Figure 6](image_url)
The actuating material seems to lump together in the two optimized designs, which makes the interpretations of a manufacturable design hard. For that reason, the feature mapping approach seems essential to explore.

4.2. Feature Mapping Approach

The final result is obtained using the feature mapping approach. An overview of the result is seen in Fig. 8. The result looks similar to the result obtained with the density approach for two domains. We again see how a stiff structure is formed under and at the end of the actuator to provide stiffness to the trailing edge section.

Figure 7. Demonstration of the morphing capabilities of the resulting topology from the density approach with two design domains. The field is realized with a threshold value of 0.5. The shown section is the same as highlighted in Fig. 6.

Figure 8. Isometric view of the resulting topology from the feature mapping approach. The skin on the top side is removed for viewing the internal structure. The field is realized with a threshold value of 0.5. The top-left close-up shows how the structural material is well connected to the actuation material. In the top-right corner, the actuator is isolated; notice how a compliant mechanism is formed under the actuator. The bottom-right close-up shows how a hierarchical branching structure is forming.
In Fig. 8, close-ups are highlighted; the close-up in the top-left corner shows how the structural material is forming cup-like features around the feature for connection between the actuator and structural material. The close-up in the lower-right shows how hierarchical branching structure is forming, as also seen on the density approach results. Despite having constraints on the actuating material in the form of the feature mapping approach, it is evident that it is not enough to have strictly defined feature actuators as a cylinder. It is seen that the cylinder is moved halfway out of the skin. This makes sense from a mechanical perspective, as a more significant bending moment can be archived by moving more actuator material away from the structural mechanism.

Tab. 4 presents the structural compliance of the three optimized designs. While all designs satisfy the morphing constraint, it is seen that the compliance value of the structure with one design domain is lowest as expected due to the increased design freedom. When we constrain the density approach to two domains, the compliance value increases by 32% and 88% when using the feature mapping approach, as the structures have consciously less design freedom.

<table>
<thead>
<tr>
<th></th>
<th>Density approach (one domain)</th>
<th>Density approach (two domains)</th>
<th>Feature mapping approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$ [$J$]</td>
<td>$1.633 \times 10^{-5}$</td>
<td>$2.151 \times 10^{-5}$</td>
<td>$3.075 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

It must be noted as pointed out by [24] that feature mapping problems are hard and tend to get stuck in local minima. This observation holds also in this design problem as convergence of the problem is hard. Meanwhile, the structural material volume fraction constraint become inactive with a value of -0.019 while the actuating material volume fraction constraint is slightly violated with a value of 0.0034. This indicates that the actuator is not strong enough due to the geometric restriction in the feature mapping approach so that more structural material can be used.

Fig. 9 presents the deformed structure of the density approach with two domains (Fig. 9a) and the feature mapping approach (Fig. 9b). It is seen that the skin has a small uneven section in both designs and bends a bit upwards near the corners at the end trailing edge. These minor defects are expected when the morphing displacement error is constrained to an aggregated 2.5% error. Either lowering the error or increasing the $p$-value in the $p$-mean could mitigate this.

Figure 9. Deformation fields of (a): Density approach with two design domains. (b): Feature mapping. Small defects in the skin are seen as a result of the morphing displacement error.
5. Discussion

In the reviewed literature, no true 3D model are presented; both Kambayashi et al. [9] and De Gaspari [12] present 2.5D results, where they performed optimization on 2D ribs that is connected to a 3D wing section. Our results cannot compared to theirs as they solve different problems and apply external loading to drive their model. However, the work presented here shows the possibility of morphing model structures in 3D and that the result may give an alternative wing structure, compared to the traditional one consisting of ribs, as proposed by Dimino et al. [31]. Furthermore, with the additions of actuator design formulation, it is possible to design a complex 3D mechanisms to achieve desired morphing shape while considering actuation. The optimized design from the feature mapping approach is easier to interpreter into a manufacturable object, which makes the method very versatile. It was seen that the convergence in the feature mapping approach was very slow compared to the density approach. This is a drawback when using feature mapping approach, as this method is very sensitive to change. For this reason, a very low move limit was allowed for the design variables. Simultaneously, feature mapping is prone to local minimum issues that a low move limit does not help with.

The structural skin is an important component of a morphing trailing edge, as it is transferring external loading into the structure while it must remain smooth. In the presented work, the skin model was included as a passive component. One could imagine that if the skin was an active design domain, included in the modeling as done in [13], a better result could be obtained. Here the skin could be modeled as a shell structure.

6. Conclusions

This paper proposes a new approach to simultaneously optimize mechanism and actuator design for morphing structures using the topology optimization method. The morphing is achieved by constraining an error between actual and target shapes. Compliance minimization is utilized to ensure structural stiffness with respect to aerodynamic loading. Material properties are interpolated using a three-material model. The optimization problem of large-scale 3D morphing wings has been solved in an efficient parallel framework with an unstructured grid. Both the density and feature mapping approaches are employed to design morphing trailing edge sections. Numerical results show that composite actuators have been formed to provide sufficient structural stiffness and actuating force in all the optimized designs. All three optimized designs show more unconventional design configurations and indicate that a 2D rib design may be inferior to a 3D design from pure mechanical observation. The feature mapping approach provides the simplest actuator geometry while the restriction on the actuator geometry leads to a most compliant design due to limited actuating force.

The presented method and examples have been applied for a very academic analysis for a 3D design domain and may serve as a baseline for further work and extensions. Nevertheless, we see this works as the first step towards systematic design of weight-efficient airplane morphing wing structures. The following points will be taken into accounts in future work, 1) Consider more in-depth analysis and optimization of the 3D trailing edge section for different load cases, multi-objectives, and different morphing targets; 2) Consider anisotropic forces via actuating material with anisotropic thermal expansion coefficients; 3) Include skin design in the optimization as seen in [13]. 4) Including geometrical non-linearity and manufacturing constants to obtain a more realistic design.
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Appendix A Feature Mapping Starting Guess

Figure 1. Initial placement of feature for the feature mapping approach. (a): Isometric view. (b): Back view.
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