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Abstract—The visualization of hyperspectral images in 
display devices, having RGB colour composition channels is 
quite difficult due to the high dimensionality of these images. 
Thus, principal component analysis has been used as a 
dimensionality reduction algorithm to reduce information 
loss, by creating uncorrelated features. To classify regions in 
the hyperspectral images, K-means clustering has been used 
to form clusters/regions. These two algorithms have been 
implemented on the three datasets imaged by AVIRIS and 
ROSIS sensors.  
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I. INTRODUCTION 

Remote Sensing is the data collection of earth’s surface, 
by measuring the reflected signal at various wavelength 
bands to form a spectral signature from objects at long 
distances, via either of the two techniques: infrared sensing 
or optical remote sensing (via satellite’s optical sensor) [1]. 
Based on the number of bands, satellite images are classified 
into: panchromatic, multispectral and hyperspectral images.  

Attaining hyperspectral image datasets depends on 
imaging spectrometers that image in continuous, narrow 
regions of electromagnetic waves [2]. Due to which, they 
have high spectral resolution that describes boundaries and 
composition of an object and can help in image 
classification, which is the most active part of research. 
Classifying hyperspectral images may seem difficult due to 
their high dimensionality, missing labels, variation in data 
due to spatial locality and poor image quality due to noise 
or background interference etc. 

Hyperspectral image classification methods are as such 
[3]: supervised, unsupervised and semi-supervised. 
Supervised classification is based on prior knowledge. An 
example of this method is the support vector machine 
(SVM). On the contrary, unsupervised classification is not 
based on any prior knowledge of data. A common method 
is K-means clustering and its aim is to obtain a meaningful 
output from the set of unlabelled data via 
clustering/grouping [4]. 

Hyperspectral imaging (HSI) is used for [5]: agricultural 
and water resources control (e.g. identifying crops, lakes 
etc. [4]), document imaging and mineralogical mapping of 
earth surface.  

The large hyperspectral data, increases processing 
complexity and time. The solution is to effectively reduce 
data to apply various processing methods e.g. classification, 
that will help find the number of regions in  hyperspectral 
image [6].  

The remainder of this paper is structured as follows. 
Section 2 presents the literature review of work done in the 
field. Section 3 defines the problem statement. 
Methodology is explained in Section 4. Dataset used and 
classification results form Section 5. Finally, concluding 
remarks alongside future work are given in Section 6. 

II. LITERATURE REVIEW 

Prior to remote sensing, geological surveys were done 
manually. Now, technological advancements help capture 
hyperspectral images via satellites and enable algorithms to 
help classify the data in a matter of moments [4].  

Colour images have intensity values in three bands (red, 
green and blue), whereas, hyperspectral images have more 
than 100 bands in discrete intervals from visible to infrared 
region [7]. HSI obtains the spectrum for each pixel in the 
image frame to identify target areas.  

Hyperspectral images are characterized by two 
resolution types, namely [5]: spatial and spectral. Spatial 
resolution is the relationship among image pixels and is 
inversely proportional to patch size i.e. smaller the patch, 
greater the details. Whereas, spectral resolution is defined 
as the number of bands and range of electromagnetic 
spectrum measured by the sensor.  

High dimensional hyperspectral data lacking labelled 
samples can result in Hughes phenomenon i.e. reduced 
accuracy in classification. This can be overcome by 
dimensionality reduction techniques e.g. Principal 
component analysis (PCA), Discrete wavelet transform and 
Independent component analysis (ICA) [1]. The first few 
principal components of PCA result in 70 percent correct 
classification rate [6]. 

Previously, only spectral information was being used to 
achieve hyperspectral image classification upon high 
dimensional data via support vector machine (SVM) , neural 
networks etc [3]. Whereas, some classification approaches 
work on reducing high-dimensional data first and then using 
clustering methods.  

Supervised deep classification of hyperspectral images 
produces almost 100 percent accurate results for datasets 
[8]. Classification methods are based on parametric and 
non-parametric classifiers or supervised and unsupervised 
classifiers [9]. Each having its own limitations [10]. 
Classifying regions help study the geographic location and 
boundaries of a certain patch that is imaged by the satellite. 

Existing work is related to either PCA based schemes or 
discriminant analysis-based schemes. One of the prominent 
work done is based on both of these schemes, that is by 
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using PCA for dimensionality reduction and SVM for 
classification [11]. 

SVM, a supervised learning method, is effective in high 
dimensional spaces and is accurate for classification. It 
requires a smaller number of training samples and labels [1]. 
However, SVM is computationally expensive. Thus, 
unsupervised classification methods such as K-means 
clustering , K- nearest neighbour, Neural networks are a 
better solution where pixels are to be assigned to clusters 
without using prior knowledge [12]. K-means accounts for 
78.3% accuracy for classification [13].  

III. PROBLEM STATEMENT 

During hyperspectral data analysis, the following 
challenges are faced:  

 High computational cost  

 Storage of a few hundred megabytes required  

 Redundancy due to correlation of neighbouring 
image bands. This high dimensional redundant data 
needs to be catered for, to efficiently apply 
processing techniques [14].  

The aim of this research paper was to use a machine 
learning algorithm to find the number of regions present in 
each hyperspectral image and colour label to classify 
different regions 

IV. METHODOLOGY 

To achieve the goal of this paper, two-stage process was 
implemented i.e. first, data dimensionality was reduced, 
followed by K-means clustering. PCA is a standard 
dimensionality reduction algorithm for hyperspectral 
images [12] that aims to remove the correlation among 
bands [1].  

Clustering techniques focus on grouping pixels by 
iteratively updating centroid of a group, where the centroid 
represents the mean spectral signature of all the pixels in a 
cluster [8]. 

A. Importing libraries in Python to load and process data 

 numpy: for multidimensional arrays and matrics 

 scipy: to load .mat file (hyperspectral dataset)  

 sklearn: to import PCA and K-means 

 

Fig.  1. Explained Variance and Elbow graph for Pavia dataset 

 matplotlib: to create figures and plots 

 spectral: to use functions for hyperspectral data 
processing 

 import h5py: to import data of HDF5 binary format 

B. Dimensionality Reduction via PCA 

PCA is a classical, unsupervised dimensionality 
reduction method which does not require labels [14] and 
preserves most of the spectral information in a compact 
number of principal components [1]. It is based on the fact 
that neighboring bands of hyperspectral images are highly 
correlated and often convey almost the same information. 
Most of the information may only be contained in the first 
few bands [6].  

The basic principle used in PCA is the eigenvalue 
decomposition of the covariance matrix [1]. The 
eigenvalues represent the variance in the direction of the 
eigenvector. 

It must be remembered that PCA is a dimension 
reduction tool, not a classifier. Thus, a classifier is fit onto 
the PCA-transformed data.  

To choose the number of principal components needed 
to describe the data, explained variance ratio graph was 
plotted (number of components vs. cumulative explained 
variance). Components which had greater than 95 percent 
cumulative explained variance were chosen i.e. 8 principal 
components in this case for all three hyperspectral datasets, 
as shown in Fig.  1 for Pavia. The curve depicts how much 
of the total, 102-dimensional variance is contained within 
the first N components. The same approach was used to 
select principal components for Cuprite and Moffett. 

C. K-means clustering 

K-Means being an unsupervised method, groups data 
into ‘k’ number of user defined clusters. To help decide the 
number of clusters, elbow method was used i.e. for each 
value of k (e.g. in the range 1 to 10) , the sum of squared 
distances from each data point to its centre(distortion) was 
calculated.  

Elbow is the point of inflection on the curve which is the 
optimal value of k. According to this method, k=5 for Pavia 
(as shown in Fig.  1) and Cuprite data sets, k= 6 for Moffett 
[3]. 
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V. EXPERIMENTATION AND RESULTS 

In accordance with the problem statement, three 
hyperspectral images were utilized [1]. The classification of 
different regions was done for the following datasets 
acquired by their respective sensors: 

A. ROSIS(Reflective Optics System Imaging 
Spectrometer) Pavia Centre: covers Pavia, northern 
Italy having 102 spectral bands.  

B. AVIRIS (Airborne Visible Infrared Imaging 
Spectrometer) datasets: 

1) Cuprite: covers Cuprite in Las Vegas, U.S having 
224 channels. 

2) Moffett Field: covers Moffett airfiled, CA, U.S. 
having 224 channels. 

 
Unsupervised classification was applied on the above 

stated hyperspectral images using python libraries. The 
datasets have the following dimensions i.e. rows, columns 
and bands, respectively: 

 Pavia: 1096*715*102  

 Cuprite: 512*614*224 

 Moffett: 753*1923*224 

The reshape command was used to reshape the data, by 
multiplying the actual rows and columns to form the current 
rows and the original bands were retained as columns e.g. 
Pavia was reshaped to 783640*102.  

To visualize the explained variance ratio, its cumulative 
sum was plotted which helped select the number of principal 
components to be retained as shown in Fig.  2 (a), Fig.  3 
(a), Fig.  4 (a), that display the images with 8 principal 
components. 

After reducing the dimensions of all three datasets, k-
means was applied using the elbow method to assign ‘k’ 
optimal clusters. Fig.  2 (b), Fig.  3 (b) and Fig.  4 (b) are the 
colour-labelled clusters formed for Pavia, Cuprite and 
Moffett, respectively. The axes of Fig.  2 to Fig.  4 represent 
the rows and columns of the respective images in 2D.  

The ‘KMeans’ command used in python formed clusters 
with equal variance to minimize ‘within cluster sum of 
squares’ (WCSS). For data with high dimensionality, 
Euclidean distances increase. Thus, implementing a 
dimensionality reduction algorithm like Principal 
component analysis (PCA) before K-means clustering can 
help overcome this problem. 

The number of clusters/regions formed for Pavia are 4 
after 15 iterations, whereas, for Cuprite and Moffett there 
are 5 clusters after 15 iterations. In simple words, the 
algorithm segments the image by clustering pixels into 
classes based on the spectral similarity of pixels e.g. roads, 
trees, water bodies, soil etc.  

Fig.  2. Pavia results (a) 8 principal components after PCA. (b) K-means 
clustering result. 

Fig.  3. Cuprite results (a) 8 principal components after PCA. (b) K-means 
clustering result. 

(a) 

 (b) 

Fig.  4. Moffett results (a) 8 principal components after PCA. (b) K-means 
clustering result. 

(a)    (b) 

(a)           (b) 
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VI. CONCLUSION AND FUTURE WORK 

Hyperspectral images contain wide-ranged spectral 
information that is used to identify and differentiate objects. 
Classification is the process of assigning objects to classes 
with homogeneous characteristics. This paper is firsthand 
examination of: dimensionality reduction via PCA and 
unsupervised classification via K-means to cluster the three 
hyperspectral datasets with the goal of finding number of 
regions based on some similarity in the datasets. Initially, 
SVM was being used for clustering. However, due to 
computational expenses, it was dismissed. With K-means, 
clusters have been formed without any prior knowledge i.e. 
labels. 

One of the limitations of PCA for dimensionality 
reduction is the loss of spectral information due to selection 
of principal components based on variance only and not 
considering the spectral position [15]. Another approach of 
efficiently clustering data and finding number of regions 
can be: supervised classification, by breaking the dataset 
into training and test sets. 
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