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Abstract

The present work is an effort to explain theoretically the physics of some processes we have

observed in our previous experiments. They occur under any mechanical excitation in solutions

of strong electrolytes. We assume that the occurrence of the low-frequency Debye ionic vibration

potential (IVP) and the deviation of the RF polarization vector are conjugated, but only in the

sense that the power flux density of some physical process ”X” responsible for the rotation of

the polarization vector is proportional to the square of the electric potential voltage. While the

independence of the RF anisotropy appearance from the applied voltage and from the Debye

potential in particular has been proved experimentally. An equivalent electrical circuit that

simulates the observed effects within the solution excited by an acoustic wave is proposed and

tested for physical feasibility. Special attention is paid to the basic theory of the ionic vibrational

potential, namely, its predictions in the low-frequency range, which contradict both experiment

and the energy conservation law. Given the futility of describing the ”memory” effect as a

process of electrical or molecular origin, several arguments are presented in favor of the fluid-

gyroscopic mechanism. It was suggested that the rotation of the polarization vector of the RF

signal is due to a change in the electric moment of the liquid atoms and/or the nuclear moment

of ions having an odd mass number. The applications of the research are also supplemented.

The results of new experiments show that the RF anisotropy of the solution is transported by the

carrier. Accordingly, it is possible to create a completely contactless unitary sensor of velocity

and inhomogeneities of the liquid, moreover, the experimental setup has previously confirmed

the affordability of the idea.

In the previous article [1], we couldn’t formulate any complete theoretical foundations of the discov-

ered physical effects. But now, it seems possible to present at least some preliminary hypotheses and
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calculations. Let us list the phenomena recorded by us earlier for an aqueous solution of a strong

electrolyte (in our case, a sodium chloride solution with a mass fraction of 0.9% or physiological

solution):

• The electrical potential arising from any accelerated movement of a portion of the solution

or the passage of an acoustic wave through it is measured. It should be noted here that the

only known acoustoelectric effect in electrolyte solutions is the Debye ionic vibration potential

(IVP) [2–7]. Most likely, this is what we observe. But at low frequencies, the acoustoelectric

effect has never been recorded before [6], except for an earlier study [8] where a jet was created

in a solution using a piston pump, which can be thought of as a very low-frequency acoustic

wave [9].

• For the first time, the radio-frequency anisotropy of the solution was discovered, which arises

owing to the propagation in it of an acoustic wave, whereas the angle of rotation of the

polarization vector is proportional to the energy of the acoustic pulse and does not depend on

the power of the RF signal.

• The acoustic wave passing through the solution causes a residual effect in the form of preserving

the deviation of the polarization vector for a long time (not less than tens of seconds), i.e. there

is a ”memory” effect [10] that has never been observed before in electrolyte solutions that do

not contain specifically interacting particles (liquid crystals, polymers, colloids, etc.).

Phenomena of IVP and radio-frequency anisotropy arise under the same conditions of solution

disturbance, i.e. with mechanical or acoustic excitation. Therefore it would be correct, in our

opinion, to try to assess the possible relations between the registered phenomena.

However, it should be taken into account that we cannot use some basic concepts: for instance,

instead of considering an object as isotropic, it will be essential to introduce either the concept of

orthotropy of a solution in the receiving plane (i.e. there is always anisotropy in a resting solution,

and upon excitation of the solution it can change) or explain its occurrence in our experiments in

some other way.

Meanwhile, it will be also needed to assume the system’s invariance in time. Moreover, when

considering the memory effect, one will also have to discard the hypothesis of ergodicity [11].

Let’s ground the foregoing. It is known that the electrical conductivity of classical electrolyte so-

lutions is, by definition, isotropic property that does not depend on the history of the system (within

the framework of the immanent hypothesis, the deviation of the polarization angle is functionally

associated with electrical conductivity). However, in the result of our experiments, two phenomena

contradicting this statement were found, namely:

Rotation of the plane of polarization, i.e. the presence of a path difference between the ordinary

and extraordinary waves inside the solution. If the electrical conductivity remained isotropic, any

of its simultaneous (or infinitely slow) change for the entire solution would rotate the plane of

polarization in no way. It seems that in our case, the electrical conductivity transforms into a

tensor changing over time. Such a phenomenon, so far, has been observed either for crystals with

preferential directions or for specifically oriented structures [12, 13].
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Presence of a long-term ”memory” of the system. Classical physical chemistry of electrolyte

solutions studies the solution in thermodynamic equilibrium. Moreover, all the integral properties

of such a solution are state functions, i.e., by definition, they do not depend on the system history.

To transport properties (not thermodynamic but rather kinetic, such as electrical conductivity) over

long time intervals are also considered as state functions. This is an implication of the ergodicity [11]

of the system, i.e. the equivalence of the average over the volume of the entire system at a certain

instant of time and the average of a small part of this system over a sufficiently long time period.

Simply put, if one looks at a very small piece of a system long enough, one can get an accurate

depiction of the properties of the entire system. Ergodic systems, by definition, have no memory,

and the average values of the properties of such systems do not depend on their prehistory.

In our experiments, nothing of that kind is observed. The system demonstrates the dependence of

the properties on prehistory at macroscopic time intervals (at least tens of seconds). Such properties

are more typical for polymers [14], and the description of such systems has been arousing steady

interest for a long time [10, 15].

Obviously, the classical thermodynamic equilibrium (or close to it) description of a solution is

not applicable here at all. A correct description of such a system requires the use of non-equilibrium

thermodynamics. In addition, such systems radically cannot be simulated by the classical Monte

Carlo method since the coordinates and momenta of particles in a non-ergodic system are correlated,

and the behavior of the particles in time is not a Markov chain. Therefore, in our work, we will rely

solely on experimental data and apply the required mathematical apparatus ”on demand.”

To simplify the problem, let’s consider the process of the effects’ appearance only for acoustic

wave propagation in the solution since the same effects in the agitation and jet flow conditions will

be described more complex.

Let’s first address the appearance of the Debye potential upon low-frequency acoustic excitation

of the solution, assuming the effects of electric potential generation and the rotation of the Jones

vector to be somehow interrelated, and perhaps this hypothesis will help us understand the cause

of the radio frequency anisotropy. It is generally accepted [6] that the Debye IVP in electrolyte

solutions arises due to the difference in the inert masses of solvated cations and anions, as well as

because of their different mobility in a viscous solvent.

For the first time, the IVP phenomenon was theoretically predicted by Debye in 1933 [2], who

proposed an equation expressing the dependence of the electric potential on the oscillatory speed.

The equation did not take into account the electrophoretic and relaxation effects, as well as the fre-

quency dependence of the permittivity and electrical conductivity of the solution at high frequencies.

Eger, Bugosh, and Govorka [4] derived an equation that takes these effects into account, and in this

form, they used it to process the first experimental data on IVP at an ultrasonic frequency of 265

kHz [3]. It should be noted that the problem of the frequency dependence of the Debye potential in

a wide frequency range has never been a subject of a special study. The authors of [5] pointed out

the virtual independence (NB!) of the IVP amplitude from the ultrasound frequency in the common

measurement range (100 kHz-1 MHz), and this is well explained by the fact that the amplitude of

the vibrational velocity does not depend on the frequency [16].

At frequencies above 100 MHz, theory [4] predicts a decrease in the amplitude of the IVP due to
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the inertness of massive ions. In the high-frequency region, the Debye potential can also be shunted

by the parasitic capacitance of the solution, especially at low electrolyte concentrations [6].

In the low-frequency region, the theory predicts a constant non-zero IVP amplitude at a frequency

tending to zero (NB!), what is absolutely impossible due to energy restraints as maintaining a

constant potential in an electrically conductive medium requires continuous energy consumption. In

other words, the ohmic resistance of the solution shunts the emerging potential at low frequencies

(similar to the capacitance in the high-frequency region), what the existing theory [4, 6] does not

take into account.

In our previous work [1], a successful attempt to register the low-frequency Debye potential was

made. Here we provide a simplified diagram of our installation (see 1a). We also performed a

theoretical calculation according to the formula [6]:

Φ0
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=

c

10NAe

[
t+
z+

(
W+ −

RT

c2

)
− t−
z−

(
W− −

RT

c2

)]
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ωε

√(
εω
ε

)2
+
(
4πLω
ωε

)2
where Φ0 is an amplitude of an arising potential, µV ; α0 – amplitude of the vibrational velocity of

the solvent, cm/s; c – speed of sound propagation in solution, cm/s; NA – Avogadro number, mol−1;

e – electron charge, C; t+, t−, z+, z− – transfer numbers and charge moduli of cation and anion; W+

and W− – apparent molar masses of the cation and anion, g/mol; ω – circular vibration frequency,

rad/s; L0 and Lω – electrical conductivity of the solution at zero frequency and at circular frequency

ω, respectively, CGS-ESU; ε and εω – solvent permittivities at the same frequencies for a 0.9% NaCl

solution at a temperature of 22°C.

The temperature and frequency dependences of the dielectric constant of the solvent, and the

electrical conductivity of the solution, as well as the speeds of sound in it, required for the calculation,

were taken from [17–19].

Results of the calculation versus the data of our measurements are shown in the graph (1b).

The predictions of the theory totally contradict our experiment in the low-frequency region, the

recorded FRF of the Debye effect is very different in the low-frequency region from the theoretically

estimated.

Apparently, the basic theory [4–6] did not pay much attention to low-frequency processes, the

more so as the registration [3, 5] of low-level signals in the absence of specialized instrumental

low-noise operational amplifiers at such frequencies was an issue at that time.

While the Debye potential has rapid ”roll-off” at low frequencies, this effect is not observed for

the RF polarization vector, i.e. unlike the electric potential, RF anisotropy behaves quite differently.

To compare the Debye process and RF anisotropy in the time domain, we used the Heaviside

function as an analytical signal (see 2):

In the case of excitation in the form of a Heaviside function, the exponential decay in the Debye

potential is due to ohmic shunting at low frequencies, while the explanation of the Jones vector

behavior is not so obvious. Indeed, any deviation of an isotropic medium from thermodynamic equi-

librium relaxes with time exponentially [20], and one could consequently expect the Jones vector, like

the Debye potential, would be asymptotically approaching the initial position over time. However,
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Figure 1: (a) Installation for acoustoelectric effect registration. 1 - generator; 2 - power amplifier;
3 - emitter; 4 - silver chloride electrodes under protective caps; 5 - sound-absorbing cover; 6 -
instrumental OA; 7 - recorder. (b) FRF of the recorded signal. Red dots - experimental results,
blue curve - calculated data for 0.9% NaCl solution at 22°C in accordance with the basic theory [4,
6]

instead of this, ”memorizing” of the position of the maximum deviation happens for some time (on

the order of units/tens of seconds), followed by normal relaxation. Therefore, in the very mechanism

of the solution anisotropy change, there must be an integration process, or rather, something similar

to an analog sample and hold circuit.

Let’s take that no chemical or physical processes in the solution add ”external” energy [1], and its

only source is an acoustic wave. At the same time, as an initial condition, it is necessary to exclude

the hypothesis of rotation of the polarization vector under the influence of any electric potential

applied to the solution, the Debye potential in particular. For this, we carried out experiments with

passing an electric current through the solution in the frequency band from 0 Hz to 10 kHz, and

voltages from 0 to 2 V. No of them caused any deviations of the RF polarization vector, though

the signal level in the experiment exceeded the Debye potential recorded on the same setup (1b) by

116 dB. This allows us to make an unambiguous conclusion: the polarization vector of the radio-

frequency signal passing through the solution does not rotate under the influence of an applied

voltage. Thus, we can accept that the ”electric part” of the Debye effect cannot be the root of the

radio frequency anisotropy; it would be more correct to assume that the mechanism that ”triggers”

the Debye effect can also trigger the rotation of the RF signal polarization.

The system relaxation after the acoustic wavefront passage can be modeled by an ideal differen-

tiating circuit. The Debye process (given its experimental frequency response recorded by us in the

low-frequency region) can also be described in the time domain by a differentiating circuit.

We also assume that the power flux density of the process ”X”, responsible both for the rotation of

the polarization vector, is proportional to the square of Debye electric potential voltage (considering

no significant reactive component in the load). Then the process model can be represented in the
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Figure 2: On the left - the Heaviside signal fed to the hydroacoustic emitter, in the center - the
Debye potential U = 20 µV , on the right - the rotation of the Jones vector (all images are captured
from the oscilloscope screen)

form of the following electrical circuit (3).

Figure 3: The simplified electrical circuit of the proposed model of the process. The C1R1 circuit
simulates the energy dissipation of an acoustic wave, the C2R2 circuit - lower band limitation for
the Debye effect, S2 - a square-law generator, the C3R3 circuit - a hypothetical integrator, which
physical nature is under investigation

Of course, the transfer function of ideal differentiating circuits does not satisfy the conditions of

physical feasibility [21]. However, in our case, the energy of the acoustic wave is finite by definition

what makes it possible to use ideal circuit as a model . If τ1 is determined by (R1, C1) and τ2 is

determined by (R2, C2), then the analytical solution of this model can be derived for the angle of

the polarization deviation ∆α as follows:

∆α '
∫ T

0

(e−
t
τ1 · e−

t
τ2 )2 dt =

∫ T

0

e−2
t2

τ1τ2 dt

Let’s introduce a new variable z = t · ( 2
τ1τ2

)
1
2 so that dt = ( τ1τ22 )

1
2 dz. For convenience we’ll define

multiplier ( 2
τ1τ2

)
1
2 as a constant k, then the original integral takes the following form

1

k

∫ kT

0

e−z
2

dz
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First we accept that kT >> 1, then we can estimate the value of this integral by the so-called large

parameter method. We represent the integral on z as the difference of two integrals, i.e. the first

will be equal to half of the Gaussian tabular integral, and the second will be integrated by parts

(IBP). ∫ kT

0

e−z
2

dz =

∫ ∞
0

e−z
2

dz −
∫ ∞
kT

e−z
2

dz =

√
π

2
−
∫ ∞
kT

e−z
2

dz

To calculate the second integral by the IBP, we introduce a new variable ζ = z2 so that dz = dζ
2
√
ζ}

and ∫ ∞
kT

e−z
2

dz =

∫ ∞
(kT )2

1

2ζ
1
2

e−ζ dζ

. Integration by parts is according to the following rule:∫
u dv = uv −

∫
v du

Let u = 1

2ζ
1
2

and du = − 1

4ζ
3
2

then dv = e−ζdζ and v =
∫
dv = −e−ζ , and the original integral takes

the form:

− 1

2ζ
1
2

e−ζ
∣∣∣∣∞
(kT )2

−
∫ ∞
(kT )2

1

4ζ
3
2

e−ζ dζ

Notable that the power of ζ under the integral sigh has increased, i.e.
∫∞
(kT )2

1

4ζ
3
2
e−ζ dζ <

∫∞
(kT )2

1

2ζ
1
2
e−ζ .

Let’s make sure that each next term of the expression is less than the previous one:

− 1

2ζ
1
2

e−ζ
∣∣∣∣∞
(kT )2
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1
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2
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= − 1

2ζ
1
2

e−ζ
∣∣∣∣∞
(kT )2

+
1

4ζ
3
2

e−ζ
∣∣∣∣∞
(kT )2

− 3

8ζ
5
2

e−ζ
∣∣∣∣∞
(kT )2

+ ...

Let’s go back to the variable z:∫ ∞
kT

e−z
2

dz = − 1

2z
1
2

e−z
∣∣∣∣∞
kT

+
1

4z3
e−z

2

∣∣∣∣∞
kT

− 3

8z5
e−z

2

∣∣∣∣∞
kT

+ ...

The general term of the series obtained with IBP can be written as

an =
(−1)n · (2n− 1)!!

2n+1 · z2n+1

A series with such a general term converges only up to some N, depending on the parameter of the

original integral. This is an example of an asymptotic series: the series approximates the original

integral by the sum of the first N terms, such that the double factorial in the numerator remains

less than the denominator.

Let’s return to the variable of integration t and write down the corresponding expression of the
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series:
N∑
n=0

an = −e
−2t2

τ1τ2 ·
N∑
n=0

(−1)n · (2n− 1)!!

2n+1 · (t ·
√

2
τ1τ2

)2n+1

∣∣∣∣∞
T

Finally, we can write down the expression for our target value ∆α and find its value within the limits

of integration:

∆α '
√
τ1τ2

2
·

√π
2

+ e
−2t2

τ1τ2 ·
N∑
n=0

(−1)n · (2n− 1)!!

2n+1 · (t ·
√

2
τ1τ2

)2n+1

∣∣∣∣∞
T

 =

√
τ1τ2

2
·

√π
2
− e

−2T2

τ1τ2 ·
N∑
n=0

(−1)n · (2n− 1)!!

2n+1 · (T ·
√

2
τ1τ2

)2n+1


Let’s also check if the model is physically feasible and stable. To do this we will use the Laplace

transform. In our model, the complex transfer function of the series-connected cascades is equal to

the product of the complex transfer functions of all the in-series cascades; in our case, this means

H(s) = H1(s) ·H2(s) ·H3(s).

Let’s look at the transfer functions of each of the three introduced four-poles below. EMF source

ε(t) is connected to the input of the first four-pole. Since the resistance of the capacitor is reactive,

let’s move to the frequency domain and write the equation for the first circuit:

E(jω) = I(jω) · (R1 +
1

jωC1
)

Here and in the following, it is convenient to introduce a complex variable with zero real part s = jω.

The complex transfer function is defined as the ratio of the system output to its input:H(s) =
Xout(s)
Xin(s)

. In the first circuit under consideration, the input is the voltage E(s), and the output is the

voltage U1 across the resistor R1. Let’s find this voltage, it is equal to the product of the current

I(s) by the resistance R1. The current I(s), in turn, is defined as the ratio of the EMF E(s) to the

total resistance of the circuit, i.e.

I(s) =
E(s)

R1 + 1
sC1

Accordingly, the output voltage of the system

U1 = I(s) ·R1 =
E(s)R1

R1 + 1
sC1

Coming back to the definition of the complex transfer function, we obtain

H1 =
E(s)

U1(s)
=

R1

R1 + 1
sC1

Analysis of the two next four-poles shares the same insights, except for the fact that there’s a
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transition from instantaneous voltage to power in the third cascade, i.e.

H2 =
U1(s)

U2(s)
=

R2

R2 + 1
sC2

H3 =
P2(s)

P3(s)
=

1/sC3

R3 + 1/sC3

Owning definitions of all three transfer functions, let’s write the expression for the entire system:

H =
R1

R1 + 1/sC1
· R2

R2 + 1/sC2
· 1/sC3

R3 + 1/sC3

For the subsequent reduction of similar ones, it is convenient to introduce a new constant τ = RC -

the time constant of the RC circuit.

H =
R1 ·R2

(1+τ1s)·(1+τ2s)·(1+τ3s)
C1C2s2

=
τ1τ2 · s2

(1 + τ1s) · (1 + τ2s) · (1 + τ3s)
=

τ1τ2 · s2

(1 + τ2s+ τ1s+ τ1τ2s2) · (1 + τ3s)
=

=
τ1τ2 · s2

1 + τ2s+ τ1s+ τ1τ2s2 + τ3s+ τ2τ3s2 + τ1τ3s2 + τ1τ2τ3s3
=

=
s2 · τ1τ2

1 + s(τ1 + τ2 + τ3) + s2(τ1τ2 + τ1τ3 + τ2τ3) + s3 · τ1τ2τ3
Since the given circuit is a modeling one, the values of resistances and capacitances cannot be

absolutely random, namely it is necessary to adhere to the following relations over the numerical

calculation of the transfer function: C1 >> C2 >> C3;R3 >> R2 >> R1.

Let’s take the following values for example: R1 = 1 Ohm, R2 = 100 Ohm, R3 = 10 kOhm,

C3 = 50µF, C2 = 0.5 mF, C1 = 50 mF. The poles of the transfer function (on the complex s-plane)

are located at point (−2) on the real axis and have a zero imaginary coordinate, while its zero is at

the origin point (4).

Now we can argue that the model is physically feasible, stable [22], and ready to work. Let’s

check the results of a software simulation on the system response to the Heaviside signal. Let’s look

in the time domain at the original signal, the Debye potential, and the rotation of the RF signal

polarization vector 5.

As one can see, software simulation provides a satisfactory fit between the real and waveforms

synthesized by the model. The negligible difference is due to the not quite accurate selection of the

time parameters, which was carried out, of course, empirically.

It is clear that analogy is not proof, so for now, only a provident conclusion can be drawn: some

physical process ”X”, which has properties of an integrating circuit, can transform the energy of an

acoustic signal in such a way that the radio-frequency polarization vector changes its position and

remembers it to some, quite significant, time.

The physical structure of this integrator cannot be electrical or molecular for the reasons stated

earlier (in [1] as well). Then, according to the principle of exclusion, it would be acceptable to

assume the gyroscopic mechanism of the observed effect.
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Figure 4: Complex s-plane mapping of the signal

Indeed, if the pendulum gyrocompass is placed in a gravitational field for a moment, then it’ll

start to change the orientation of the angular momentum vector. If in a moment we ”turn off

gravitation”, then the gyrocompass will perform the functions of a gyroscope, i.e. hold the position

of the rotation axis [23]. According to the principle of equivalence, if we replace gravity with the

corresponding acceleration, then the gyrocompass will behave in the same way.

Liquid gyroscopes utilizing acidified water or aqueous solutions of lithium salts as a working

medium are well known [24], it is also known that any vibrations (NB!) are an undesirable effect for

them, but the reports on experiments propagating an acoustic wave through the working medium

were not found by us.

However, a precondition of such gyroscopes operation is a radio-frequency field, which presence

leads to the precession of the working body nuclei. In our case, however, the effect doesn’t depend

on the field strength, i.e. we have to assume that the rotation of the RF signal polarization vector is

due to a change in either the electronic moment of the atoms or the magnetic moment of the nuclei

of ions with an odd mass number. How an acoustic wave can affect the rotation of the magnetic

moment carriers is yet unclear for us; large-scale experimental and theoretical studies are absolutely

necessary.

So, based on the simulation results, we assume that the discussed process ”X” can consistently fit

into the framework of known physical effects. An additional argument in favor of the ”gyroscopic”

hypothesis may be the ”saturation effect” which was discovered in our experimental work as the

radio-frequency polarization vector under the influence of the acoustic wave was shifted at a certain

angle increasing less and less whereas the wave amplitude rises, and the process of polarization

vector deviation never turned into rotation.

It can also be assumed that the changing of the electronic and/or nuclear moment orientation

under the influence of external acceleration always occurs in water, and electrolyte ions are needed
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Figure 5: The upper curve is the Heaviside signal, in the middle - Debye potential, in the bottom -
rotation of the RF signal polarization vector. Real experimental curves are shown on the right for
comparison.

only to register the deviation of the polarization vector in the radio frequency range. If this assump-

tion is faithful, then it will be necessary to re-examine numerous existing ideas about the behavior of

aquatic environments. For example, the physics of the ”wake of a submarine” detected by radars [25],

the biophysical mechanism of cardiac electrical signals generation [8], and many other phenomena.

Implicitly that laboratory equipment and adequate working conditions are required to continue

work in this direction and obtain accurate prooving, what is not the authors’ case. Nevertheless,

some promising engineering devices (in addition to those described in the previous paper [1]) are

likely. E.g. it was found that the anisotropy of the solution is transported by the carrier (Sic!), i.e. if

one pumps the solution which changed the polarization vector under acoustic disturbance, then the

trace of the disturbance is preserved. This phenomenon makes it possible to develop a completely

contactless unitary sensor of velocity and liquid inhomogeneities (the experimental model has already

shown the feasibility of such an idea even for tap water).
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