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Abstract: The strategy of any organization is based on the growth of its customer base, and one of
its principles is that selling a product to an existing customer is much more profitable than acquiring
anew customer. However, this approach has several opportunities for improvement, since it usu-
ally has a totally reactive approach, which does not give opportunity to the areas specialized in
customer experience and recovery, to give an effective response for that moment, since the customer
is gone at the time of the intervention. This happens because usually a diagnostic analysis of cus-
tomers who have stopped buying products or services in a defined period, commonly three (3) pe-
riods or months, is performed. This thesis work challenges the way to face this problem, and pro-
poses the development of a complete solution, which does not focus exclusively on the prediction
of churn, as is usually done in the state of the art research, but to intervene in different interactions
that can be carried out with customers. The above focused not only to prevent customer churn, but
to generate an added value of continuous improvement in sales processes, increase customer pene-
tration, leading to an improvement in customer experience and consequently, an increase in cus-

tomer loyalty.
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1. Summary

The strategy of any organization is based on the growth of its customer base, and one
of its principles is that selling a product to an existing customer is much more profitable
than acquiring a new customer. It is not surprising that companies pay close attention to
the analysis and impact of churn on their business strategies. However, this approach has
several opportunities for improvement, since it usually has a totally reactive approach,
which does not give opportunity to the areas specialized in customer experience and re-
covery, to give an effective response for that moment, since the customer is gone at the
time of the intervention. This happens because usually a diagnostic analysis of customers
who have stopped buying products or services in a defined period, commonly three (3)
periods or months, is performed.

The focus of this research is how different concepts and techniques related to the
artificial intelligence sub-branch can possibly address a mixed solution, not only from the
data perspective but also integrating it with the business approach..

2. Data Description (required)

2.1. Transactional data model

Data is divided into multiple data sets for better understanding and organization,
data flow is visualized in transactional information:

2.1.1. Customer Data
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This dataset contains information about the customer and their location. It allows to
identify unique customers in the order dataset and to find the order delivery location.

In the system, each order is assigned to a unique customer_id. This means that the
same customer will get different identifiers for different orders. The purpose of having a
customer_unique_id in the data set is to allow you to identify customers who made re-
purchases in the store. Otherwise, you will find that each order has a different customer
associated with it. The information it contains is as follows:

e customer_id: Key of the order dataset. Each order has a unique customer_id.
e customer_unique_id: Unique identifier of a customer.

e customer_zip_code_prefix: First five digits of the customer's zip code.

e  customer_city: Name of the customer's city.

. customer_state: Customer's state

2.1.2. Geolocation data

This dataset contains information on Brazilian postal codes and their lat/long coordi-
nates. The information it contains is the following;:
e geolocation_zip_code_prefix: First 5 digits of the zip code.
e geolocation_lat: Latitude
e geolocation_Ilng: Longitude
e geolocation_city: City name
e geolocation_state: State where city is located
2.1.3. Order item data

e  This dataset includes data about the items purchased within each order. Example:
Order_id = 00143d0f86d6fbd9f9b38ab440ac16f5 has 3 items (same product). Each
item has the load calculated according to its measurements and weight. The infor-
mation it contains is the following :

e order_id: Unique order id.

e order_item_id: Sequential number of the items included in the same order.

e product_id: Unique identifier of the product

e seller_id: Unique identifier of the seller

e shipping_limit_date: Shows the seller's deadline to deliver the product.

e  priceitem: Price

e freight valueitem: Value of the freight (If there are more items in the order, this
value is distributed among the items)

2.1.4. Payment data

This dataset includes data on order payment options. The information it contains is

as follows::

e  order_id: Unique identifier of an order.

e payment_sequential: A customer can pay for an order with more than one payment
method. If he does so, a sequence will be created to accommodate all payments.

e payment_type: Payment method chosen by the customer.

e  payment_install: Number of installments chosen by the customer.

e  payment_value: Value of the transaction.

2.1.5. Order data

This is the central data set. For each order you can find all other information. The
information it contains is the following;:
e  order_id: unique identifier of the order.
e  customer_id: Key of the customer dataset. Each order has a unique customer_id.
e  order_status: Reference to the order status (delivered, shipped, etc.).
e  order_purchase_timestamp: Displays the purchase timestamp.
e order_approved_at: Displays the payment approval timestamp.
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e order_delivered_carrier_date: Displays the order release timestamp. When it was
handled to the logistics partner.

e order_delivered_customer_date: Displays the actual delivery date of the order to the
customer.

e order_estimated_delivery_date: Shows the estimated delivery date that was in-
formed to the customer at the time of purchase.

2.1.6. Product data

This dataset includes data about the products sold by Olist. The information it con-

tains is as follows:

e  product_id: Unique identifier of the product

e  product_category_name: Category name in Portuguese.

e  product_name_lenght: Number of characters extracted from the product name.

e  product_description_lenght: Number of characters extracted from the product
description.

e  product_photos_qty: Number of published photos of the product.

e  product_weight_g: Product weight measured in grams.

e  product_length_cm: Product length measured in centimeters.

e  product_height_cm: Product height measured in centimeters.

e  product_width_cm: Width of the product measured in centimeters.

2.1.7. Vendor data

This dataset translates the product_category_name into English.
The information it contains is as follows :
e product_category_name: Category name in Portuguese.
e product_category_name_english: Name of the category in English.

2.1.8. Category name translation data

This dataset contains information on Brazilian postal codes and their lat/long coordi-
nates. The information it contains is the following:
e geolocation_zip_code_prefix: First 5 digits of the zip code.
e geolocation_lat: Latitude
e geolocation_Ing: Longitude
e geolocation_city: City name
e geolocation_state: State where city is located
e  2.1.Transactional data model

2.2. Experiments

The experiments developed with the recommendation engine are generated based
on the normalization of the customer-product data and a reference dummy dataset.

e Normalized Dataset: A Customer-Product pivot table is generated in order
to identify which products have been consumed by the customers. Once this
information is obtained, the data is normalized to make it comparable. This
matrix contains customer, product, and purchase history normalization in-
formation.

e Reference Dataset: A purchase definition is made for the products associated
with the customer, with which a stable frequency can be obtained, since it is
arbitrarily defined that everyone buys a product. This Dataset is taken as a
contrast to the normalized one to evaluate the results of the algorithm.

All the experiments have been defined with a subset of customers and a limit of five
recommended items, so that the results can be compared and evaluated with the same
criteria.
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The test customers are:
e 871766c5855e863f6eccc05f988b23cb
e eb28e67c4c0b83846050ddfb8a35d051
e 3818d81c6709e39d06b2738a8d3a2474

2.1.1. Content-based recommendation engine

This data tool is not related to the user, but to the products that are most purchased
by all users, so its result should be consistent with the items with the highest number of
sales among customers.

Fommmmmmm e B e Fommmmm Hmmmm o +
| customer_id | product_id | score | rank |
e R e e TR T e H------- +o----- +
| S | 985c412bBact2eddd8aitbbeab... | 1.8 | 1

| 8 | 2bcg8b3119@908684ebece@dges... | 1.8 | 2

[ 2 | agb3os9zeabf722162157128%2... | 1.2 | 3

[ 2 | 4563895eP6df1fab7de2eadeds... | 1.8 | 4

| g | 6bd98496e4292446cceb64bo3d... | 1.8 | 5
e R e e TR T e H------- +o----- +
[168 rows x &4 columns]

e R e e TR T e H------- +o----- +
| customer_id | product_id | score | rank |
Fommmmmmm e B e Fommmmm Hmmmm o +
| 3 | 985c412bBac92eddd8a76bbeab... | 1.8 | 1

[ e | 2bcg8b31190983684ebace@ges... | 1.2 | 2

[ e | a8baos93eabf7221621a71285e... | 1.8 | 3

| 3 | 4563895eP6df1fa67deleades8s... | 1.8 | 4

[ e | 6bdo496e4292446ccebsabo3d... | 1.2 | 5
- Fom +------- +------ +
[168 rows x 4 columns]

- Fom +------- +------ +
| customer_id | product_id | score | rank |
e R e e TR T e H------- +o----- +
| 3 | 985c412bBac®2ed2d8a?6bbeab... | 1.8 | 1

[ 3 | 2bcasb3i106¢ea684ebeced®es... | 1.8 | 2

| 3 | a8b80693eabf7221621a71285%e... | 1.8 | 3

[ 3 | 4563095e@6df1fas7dezeadess... | 1.2 | 4

[ 3 | 6bdopag6ed202446cceb6abo3d... | 1.8 | 5
Fommmmmmmmm oo B s tommmmm- Hommm - +

[168 rows x 4 columns]

Figure 1. Normalized Dataset - Content-based

As can be seen, the result is effectively aligned with the initial definition, that all cus-
tomers would have the same products, in this case, the five best sellers.
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Fommmm e e R Fommm - +
| customer_id | product_id | score | rank

R oo R Fommm-- +
[ g | a92930c327948861c015c019a8... | 1.6 | 1 |
[ g | 9cce259cas53fas6dfaso7shaz... | 1.6 | 2 |
[ g | absocb33@s2bssifbg7a3lafef... | 1.6 | 3 |
[ g | afeeeat271148eelbb15173b81... | 1.8 | 4 |
[ 8 | ef7safsfi5179bgeleibebss7e... | 1.2 | 5 |
R oo R Fommm-- +
[168 rows x 4 columns]

R oo R Fommm-- +
| customer_id | product_id | score | rank

R e e Rt e T Hommmmo ommmm- +
[ e | a92930c327948861c015c919a8... | 1.8 | 1

[ e | 9cce2socas53fasedfasersbiz... | 1.8 | 2 |
[ e | aBsocb3zes2basifbaza3zafef... | 1.2 | 3 |
| e | afeseaf271148eelbbi15173b31... | 1.e¢ | 4 |
[ e | ef784f3f15179b%e101bebss7e... | 1.6 | 5 |
R oo R Fommm-- +
[168 rows x 4 columns]

R oo R Fommm-- +
| customer_id | product_id | score | rank

R oo R Fommm-- +
[ 3 | a92930c327948861c15c019a6... | 1.6 | 1 |
[ 3 | 9cc@259cab53fag6dfaso78b3z... | 1.6 | 2 |
[ 3 | ab5@cb3zes2bssifbsra3dafef... | 1.2 | 3 |
[ 3 | afeeeas271148eelbb15173b81... | 1.2 | 4 |
[ 3 | ef7safsfisi17oboeleibebssya... | 1.2 | 5 |
R oo R Fommm-- +

[168 rows x 4 columns]

Figure 2. Reference Dataset - Content-based

In the case of the reference dataset, the same results are maintained, all customers
have the same products, the five best-selling products

2.1.2. Collaborative recommendation engine

This data tool is related to the user and the products they have purchased in their
history. The approach presented is to identify how similar customers are, based on the
products they have already purchased.

This approach, unlike the previous one, presents two approaches to measure the sim-
ilarity between users, one of these is the cosine distance and the other, the Pearson corre-
lation. The value resulting from this measurement shows that the closer it is to one (1), the
more similar the customers are, and the closer it is to zero (0), the less similar they are.

R e B et e L R LT et L +------ +
| customer_id | product_id | score | rank |
R e B et e L R LT et L +------ +
| ] | baB8cOf47234d1e88465F72222. .. | 8.048320443875427246 | 1

| g | 32228b124972bb8leddcbédded. .. | ©.048320443875427246 | 2

| 8 | a@@d11a2119bd70d658fcTcdef. .. | 2.048320443875427246 | 3

| g | 7cle2b3fa0233e46fb3bcdcbog. .. | ©.048320443875427246 | 4

R e B et e L R LT et L +------ +
[128 rows x 4 columns]

e it Fo e +----—- +
| customer_id | product_id | score | rank

e it Fo e +----—- +
| e | 3a228b124972bb8leddcbbddcd. .. | @.8408320448875427246 | 1

| e | a8@d11a2119bd70d658fcTcdcf. .. | 8.848320448875427246 | 2

| B | 7cle2b3fa0233e46fb3bcdcbog. .. | ©.048320443875427246 | 3

R e B et e L R LT et L +------ +
[96 rows x 4 columns]

R e B et e L R LT et L +------ +
| customer_id | product_id | score | rank

e it Fo e +----—- +
| 3 | 7658dd3b2dc1e798as8chccc78d. .. | @.8408320448875427246 | 1

| 3 | baB88cOf47234d1e88465F72222. .. | 8.048320443875427246 | 2

| 3 | 3a228b124972bb3leddcb6ddcd. .. | @.848320448875427246 | 3

| 3 | a8@d11a2119bd70d658fcT7cdcf... | 8.048320443875427246 | 4

| 3 | 7cle2b3fa0233e46fb3bcdcbog. .. | ©.048320443875427246 | S

R e B et e L R LT et L +------ +

[168 rows x 4 columns]
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Figure 3. Normalized dataset - Collaborative engine recommendations - Cosine distance

tomm - e Hommmm +ommmm e 4+
| customer_id | product_id | score | rank |
tomm - e Hommmm +ommmm e 4+
| 8 | ©85c412bbac2ed9diaiebbeab... | 1. | 1 |
| 8 | 2bcssb31198088684ebeceOes... | 1.8 | 2 |
| 8 | agbg9693eabf7221621a71285%e... | 1.8 | 3 |
| 8 | 4563895e86df1fas7de2eadess... | 1.8 | 4 |
| 8 | 6bdos496e4202446ccebsabo3d... | 1.8 | 5 |
tomm - e Hommmm +ommmm e 4+
[168 rows x 4 columns]

tomm - e Hommmm +ommmm e 4+
| customer_id | product_id | score | rank |
tomm - e Hommmm +ommmm e 4+
[ e | 2bc8sb31198008684ebecedles... | 1.8 | 1 |
| e | a3bsos93eabf7221621a71285e... | 1.8 | 2 |
| e | 4563895e86df1fas7de2eadess... | 1.8 | 3 |
| e | 6bdoea96e4202446cceb6abo3d... | 1.8 | 4 |
tomm - e Hommmm +ommmm e 4+
[128 rows x 4 columns]

Fommmm - e o +ommmm e 4+
| customer_id | product_id | score | rank |
tomm - e Hommmm +ommmm e 4+
[ 3 | bes28299d65ab35e3edssafeas... | 1.8 | 1 |
| 3 | 985c412bBaco2ed9d8a7ebbeab... | 1.8 | 2 |
| 3 | 2bcssb3119@008684ebece@9es... | 1.8 | 3 |
| 3 | a3bsos93eabf7221621a71285e... | 1.8 | 4 |
| 3 | 4563005286df1fa67de2eade36... | 1.8 | 5 |
| 3 | 6bdoe496e4292446ccebsabozd... | 1.8 | & |
tomm - e Hommmm +ommmm e 4+

[192 rows x 4 columns]

Figure 4. Normalized dataset - Collaborative engine recommendations — Pearson correlation

Hommmmmmmeo oo +ommmmo- om-m- +
| customer_id | product_id | score | rank |
oo o oo oo +
| 8 | cfd6c873a8d86ecd3a2cc3bosf... | 6.6 | 1 |
| g | 6ccsscesodese21sffadissiof... | e.e | 2 |
| g | 1522580c64efda6731d3522568... | 8.0 | 3 |
| g | f350279532d82010d66ad3aac2... | 6.0 | 4 |
| g | ff2cleceoblbhid@e84fedsb2l... | 8.6 | 5 |
Hommmmmmm s o tommmm - ommm +
[168 rows x 4 columns]

R B e Hommmmo- om-m- +
| customer_id | product_id | score | rank |
Hommmmmmmeo oo +ommmmo- om-m- +
| e | 6ccss9esodegez18ff4416530f... | 8.0 | 1 |
| e | 1522589c64efda6731d3522568... | 6. | 2 |
| e | f35927953ed82e19d66ad3aac2... | 6.6 | 3 |
| e | ff2cleceoblbhl4esgafedsb2l... | 6.6 | 4 |
Hommmmmmmeo oo +ommmmo- om-m- +
[128 rows x 4 columns]

Hommmmmmm s o tommmm - ommm +
| customer_id | product_id | score | rank |
Hommmmmmm s o tommmm - ommm +
| 3 | fb820a6572df5230767clccdes... | 8.6 | 1 |
| 3 | cfd6c873a8d86ecd3a2cc3bosf... | 8.8 | 2 |
| 3 | 6ccasoesodese218ffaa16539f... | 8.8 | 3 |
| 3 | 1522589c64efda6731d3522568... | .0 | 4 |
| 3 | 35927953edg2e19de6ad3aac2... | @.0 | 5 |
| 3 | ff2cleceobibb3deesafedsbzl... | .0 | & |
Hommmmmmmeo oo +ommmmo- om-m- +

[192 rows x 4 columns]

Figure 5. Reference dataset - Collaborative engine recommendations - Cosine distance


https://doi.org/10.20944/preprints202106.0119.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 3 June 2021 d0i:10.20944/preprints202106.0119.v1

PN
| customer_id
PN

cfd6c873a8d86ecd3a2cc3bost. ..
6cc85%239d838218FF4416538F. ..
1522589c64efd46731d3522568. ..
£359279532d32e19d86ad3aac2. ..
ff2c1ec@9blbb348e84f0deb21. ..

| 8
| 8
| 8
| 8
| 8

—_————
—————
—_——— —

oo
[16@ rows x 4 columns]
e e e et
| customer_id | product_id
 ERREEEEEEEEEE +

| 6cc85oesodese218ffa416530f. ..
| 1522589c64efd46731d3522568. ..
| f35927953eds2e19de6ad3aac2. ..
| ff2cieceoblbbideessfedeb2l. ..
e E e e e
[128 rows x 4 columns]

+——— — 4
Pt —+
I
I
i
|
+

P
| customer_id
oo
fb829a6572df5239767clccdes. ..
cfd6c873a8d86ecd3a2cc3bosf. ..
6CCB859239d030218F4416530F. . .
1522589c64=fd46731d3522568. . .
£35927953ed32e19d86ad3aac2. ..
ff2clec8sblbb3d@e84fodebal. ..

| 3
| 3
| 3
| 3
| 3
| 3

—————— t — +

—————— — 4
+—————— + — 4

ommmmmemmmmo
[192 rows x 4 columns]

Figure 6. Reference dataset - Collaborative engine recommendations — Pearson correlation

The previous results are generated by specialized model, it is necessary to include quality metrics
in the results to define which is the best recommender. The metrics are precision, recall and rsme.

Before generating a analyze, it is necessary to contextualize the metrics used during this evaluation,
such as:

e Accuracy: Its function is to analyze whether the results obtained have really been used by us-
ers of information, an example of this is, if 10 items are recommended and of these, the cus-
tomer only buys 3, we can say that we have an accuracy of 30%, which indicates that it is very
good value and the model has great impact.

e  Recall: It is analyzed if the products purchased by the customer is related to the recommended
ones, an example of this is, if a customer buys 10 items and among the recommended ones

there were 2 of them, then the recall would be 20%.

e RSME: Measures the error of the recommended products, the lower the value of this indicator,
the better the results.

Table 1. The results of the metrics applied for each of the models are described below.

Normalized Reference
Cosine Person Cosine Person
Recall 0.033 0.0045 0.0024 0
Precision 0.029 0 0.001 0
RSME 0.297 0.361 0.99 1

3. Methods (required)
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For research purposes, a public dataset has been used so that it can be improved by
other researchers. Similarly, the following parameters were defined for the data set used
for this model.

e Data completeness: Data with an acceptable amount of null information for anal-

ysis, less than or equal to 5% of the total records.

e  Churn Flags: Should not have churn marking, due to the need to test the marking

model.

e Data volume: Information greater than 100,000 transactions.

e Data source: Real information, not pre-created by software vendors or from

courses generated by universities.

Upon completion of this review, the public domain data selected is Brazilian E-Com-
merce  Public Dataset by  Olist.  Retrieved June 10, 19  from
https://www kaggle.com/olistbr/brazilian-ecommerce, and described as "This dataset was
generously provided by Olist, the largest department store in the Brazilian markets. Olist
connects small businesses throughout Brazil with seamless, single-contract channels.
These merchants can sell their products through the Olist Store and ship directly to cus-
tomers using Olist's logistics partners. See more on our website: www.olist.com.”

4. Conclusions

e The content-based recommendation engine fulfills its objective of recommend-
ing the best-selling products to customers.

e When analyzing the results obtained, the recommendations are strong, the same
recommendation is always given to all customers selected from the chosen Da-
taset.

e Itisnecessary to clarify that, if we compare the recommended products between
the normalized Dataset and tests, they are totally different, and this is correct,
since their recommendation is different, due to the same nature of the data.

e It can be detailed that the best model to be used is the Cosine distance model, with the
normalized Dataset, since it presents the lowest squared error and the best precision and
recall values.

e [Itisalso suggested that for future experiments, these tests could be extended, since the
current ones have not been good.
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