Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 18 May 2021 d0i:10.20944/preprints202105.0424.v1

Four-Layer ConvNet to Facial Emotion Recognition
with Minimal Epochs and the Significance of Data
Diversity

Tanoy Debnath!, Md. Mahfuz Rezal!, Anichur Rahman'?, Shahab S. Band™?, and Hamid
Alinejad-Rokny” 4°6

! Department of Computer Science and Engineering, Mawlana Bhashani Science and Technology

University, Tangail, BD.

2 Department of Computer Science and Engineering, National Institute of Textile Engineering and Research
(NITER), Savar, Dhaka, BD.

3 Future Technology Research Center, College of Future, National Yunlin University of Science and Technology
123University Road, Section 3, Douliou, Yunlin 64002, TW

4 BioMedical Machine Learning Lab, The Graduate School of Biomedical Engineering, UNSW Sydney, Sydney,
NSW, 2052, AU.

5 Core Member of UNSW Data Science Hub, The University of New South Wales (UNSW Sydney), Sydney,
NSW,2052, AU.

6 Health Data Analytics Program Leader, Al-enabled Processes (AIP) Research Centre, Macquarie University,
Sydney, 2109, AU.

*To whom correspondence should be addressed. E-mail: S.S.B (shamshirbands@yuntech.edu.tw) H.A.R
(h.alinejad@unsw.edu.au)

ABSTRACT

Emotion recognition defined as identifying human emotion and is directly related to different fields such as human-computer
interfaces, human emotional processing, irrational analysis, medical diagnostics, data-driven animation, human-robot communi-
cation and many more. The purpose of this study is to propose a new facial emotional recognition model using convolutional
neural network. Our proposed model, “ConvNet”, detects seven specific emotions from image data including anger, disgust,
fear, happiness, neutrality, sadness, and surprise. This research focuses on the model’s training accuracy in a short number of
epoch which the authors can develop a real-time schema that can easily fit the model and sense emotions. Furthermore, this
work focuses on the mental or emotional stuff of a man or woman using the behavioral aspects. To complete the training of the
CNN network model, we use the FER2013 databases, and we test the system’s success by identifying facial expressions in the
real-time. ConvNet consists of four layers of convolution together with two fully connected layers. The experimental results show
that the ConvNet is able to achieve 96% training accuracy which is much better than current existing models. ConvNet also
achieved validation accuracy of 65% to 70% (considering different datasets used for experiments), resulting in a higher
classification accuracy compared to other existing models. We also made all the materials publicly accessible for theresearch
community at: https://github.com/Tanoy004/Emotion-recognition-through-CNN.

Keywords: Convolutional Neural Network (CNN), Emotion Recognition, Facial Expression, Classification, Accuracy.

Introduction

The face is also known as the mental core. As an assortment of facial gestures, the face can give several minimal signals.
These exquisite signals can make human-machine interaction more secure and harmonious when interpreted by computers.
A good source of knowledge for ordering an individual’s true emotions® was argued for facial expressions. Recognition of
facial expression (FER) is one of the most critical non-verbal processes by which human-machine interface (HMI) systems can
understand? human intimate emotions and intentions. This scheme is a classification task. The classifier takes as input a set of
characteristics that are derived from the input image, which is simply shown in Fig.1.

Gabor wavelet transform?, Haar wavelet transform*, Local Binary Pattern (LBP), and Active Presence Models (AAM)®
are the feature extraction methods based on static images. Whereas dynamic-based®® approaches assume the temporal
association in the sequence of input facial expression within clinging frames. Support Vector Machine (SVM), Hidden Markov
Model, AdaBoost, and Artificial Neural Networks (ANN)?® are widely used scheme for facial expression recognition. A major
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Figure 1. Facial expression recognition system

advancement in the field of deep learning and the implementation of CNN has been quite promising*%!?13, However, a massive
issue with the use of deep learning is that a large amount of data is required to learn successful models.

While some improvement in the identification of facial expression has been made by the CNN algorithm, some detachments
are still present, including too long training times and low recognizing rates in the complex environment®. In existing databases,
two challenges have been observed in deep learning achievements in FER methods: 1) a low number of images, and 2) images
taken from heavily structured conditions. These concerns inspired the creation of FER techniques focused on the set of Web
images'415, The present work focuses mainly on the creation of a multimodal, intelligent HMI system that operates in a real-
time context.

This research aims to determine the emotion of a facial emotional input image. In this paper the authors do a more reliable
and detailed study on deep learning both for static and dynamic FER tasks until 2020. This study is concerned with the creation
of an automated facial expression recognition (AFER) system in the domain of facial expression using Convolutional Neural
Networks (CNNs) and improving the accuracy of this mission. Orthodox machine learning algorithms used for handcrafted
features typically have equivalents that do not have the durability to reliably interpret a task'. This is a fair starting point
for us to examine the use of CNN features, since with CNN-based models'>*’, we have obtained the best solutions to recent
FER-relevant tasks.

Facial recognition requires several phases: detection of face images, preprocessing of face images, retrieval of facial
features, alignment of face images, and identification of face images. There are primarily two types of extraction of features:
one is geometric attribute extraction, and the other is a procedure which focused on total statistical characteristics. To describe
the location of facial organs as the features of the classification'® , the geometrical feature-based approach is widely used.
This paper aims at creating a method for the use of CNN to build a FER scheme. The presented model can be used in real-time
using a webcam to categorize human faces. The contributions to this paper are as follows:

 The authors suggest a CNN method for recognizing seven facial expressions and real-time detection of facial expressions
and also testing their precision based on features derived from convolution neural networks.

« This research reveals that combining images from different databases helps to increase generalization and to improve the
accuracy of teaching.

« It can contain enhanced testing techniques, such as preparation, testing and validating processes, and provides findings
that reflect greater consistency by longer training sets instead of training and testing sets.

« This work achieves a training accuracy of over 90 percent in a minimal number of epoch, showing that the model is well
adjusted to the method.

This work aims to create a model that can classify seven distinct emotions: happy, sad, surprise, angry, disgust, neutral, and
fear, and to achieve better accuracy than the baseline 14%%°. Besides this, the main goal of this research is to examine and
understand the advantages of using deep convolutional neural network models over other deep learning models.

Background Knowledge and Literature Reviews

Background Study

Analyse of Facial Expression

Automatic facial expression analysis (AFEA) can be used in many areas, including relational and semantic communication,
clinical psychology, psychiatry, neurology, pain assessment, lie detection, intelligent settings, and multimodal human-computer
interface (HCI). Face collection, facial data extraction and representation, and recognition of facial expression are three steps of
the standard approach to AFEA composition, as depicted in Fig. 2. There are mainly two types of techniques for facial feature
extraction: geometric or predictive feature-based methods and methods based on appearances. The authors use statistical
appearance-based approaches in this article.
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Figure 2. The basic framework of applications for facial expression analysis

Facial Emotion Recognition (FER)

Face detection is a key role in FER. There are different strategies to face recognition, including the expression-based approach,
the framework approach, the feature-based approach, and the neighborhood graph approach?°. The three-stage flow map of the
facial expression recognition process seen in the Fig. 3.

Input Face Feature
eprocessin 2 —
Image P g Extraction ,
" A_smie]
/" _Smite_|
s’ ,"
2t
e
\”. ——————— .
Classification ~ #:2_
Y S,
N, ‘.\
»
A
Ry
o e ‘ o
Preprocessin, X —— Disgust
P e Exicion .

Figure 3. Summary flowchart for the three phases of the FER method?

Structure of CNN

At first, we see the basic structure of a neuron unit in Fig. 4 which we can understand well and relate to it with the structure of a
CNN. The Convolutional neural network architecture consists of the following layers?*:

+ Convolution Layer:

In the convolution layer, a filter is used to recognize the special features or patterns present in the original image (input).
It is normally represented as a matrix (MxMx3) with a smaller dimension.

Activation
function

[nput o(+) ”“l“'m

Summing
junction

Synaptic
weights

Figure 4. The lllustration of a Neuron unit?
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» Max Pooling:
This is performed by the use of filters that slide through the input; the maximum parameter is taken out at each step and
the rest is lowered. Along with, the network is simply down-sampled by this.

* Fully connected layer:
In this layer, all activation’s on the previous layers are connected to the neurons.

+ Activation function:
Functions for activation are used to decrease over-fitting. A RelLu activation function has been used in the CNN
architecture. The value of the activation function of ReLu is that its gradient is always equal to 1 (shown in equation 2),
meaning that during back-propagation, most of the error is transferred back?*2,

f(x) = max(0,x) (1)

+ Softmax:
Softmax is implemented through a neural network layer just before the output layer. As the output layer, the Softmax
layer must have the same number of nodes.

+ Batch Normalization:
Batch normalizer speeds up the training process and adds a transition which keeps the mean activation near 0 and the
standard activation deviation close to 1.

Literature Reviews

Facial communication studies have been carried out for years. But for any experiment, there was still room for progress. That is
why this topic is convenient. The key objective of the researchers is to enhance the precision of a basic data collection FER2013
in%. The authors have used CNN as the methodology for their proposed model to define seven critical emotions. While overall
accuracy has been obtained at 91 percent, the identification rate is only 45 percent and 41 percent respectively in classifying
disgust and fear.

In?7, the writers have identified facial expressions based on CNN. In comparison to other approaches, the proposed FER
approach is a major challenge in machine learning, focused on mixed instances taken from multiple datasets. Experimental
results reveal that the six universal expressions can be specifically defined by the FER process. In the recent past, a multimodal
speech emotion recognition and classification techniques have been proposed by A.Christy and colleagues?®. For classification
and prediction, algorithms such as linear regression, decision tree, random forest, support vector machine (SVM) and
convolutional neural networks (CNN) are used in this article. The authors tested their model with the RAVDEES dataset and,
compared to decision tree, random forest and SVM, CNN showed 78.20 percent accuracy in identifying emotions. In%, without
needing any pre-processing or feature extraction tasks, the authors demonstrate the classification of FER based on static images,
using CNNSs. In a seven-class classification assignment, the authors obtained a test accuracy of 61.7 percent on FER2013
compared to 75.2 percent in the state-of-the-art classification. Wang and colleagues® proposed a novel concept of EFDMs with
STFT based on multiple channel EEG signals. The pre-trained model was then introduced to DEAP with a few samples by
profound model transmission, resulting in 82.84 percent accuracy on average. Jung and associates’ investigated FER with a
profound learning approach, which integrates two deep networks that derive faces appearance (using convolutional layers)
and geometric features from face landmarks (using completely linked layers), with a 97.3 percent accuracy of CK+ findings.
The authors suggested a computer vision FER method in. In the process, the gray-scale face picture was consolidated into a
3-channel input with the corresponding basic LBP and an average LBP feature map. This thesis won the Emotiw 2017 award
with the best submission reaching 60.34 percent accuracy. Francesca Nonis and colleagues® suggested 3D approaches and
problems in FER Algorithms. This research would address the problem of facial identity through the interpretation of human
feelings, focusing on 3D approach, grouping and arranging all the works and different techniques. The average accuracy of
recognition of expressions varies from 60 percent to 90 percent. Certain expressions, such as anger and fear, have usually the
lowest recognition levels.

A facial expression recognition system has been introduced by N. Veeranjaneyulu® in which facial characteristics by use of
deep neural features much better than handcrafted ones are. The extraction function is conducted using the VGG16 algorithm
and deep CNN models are classed. The suggested accuracy of the system is demonstrated by the CK+ dataset. In**, the authors
have introduced a 3-dimensional neural video emotion detection network. The findings are contrasted with cross-validation
approaches. The crafted 3D-CNN generates 97.56 percent with the cross-validation of Leave-on-Sujet-Out, and 100 percent
with 10 times CK+ and 84.17 percent with 10 times Cross-validation on Oulu-CASIA.
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The analysis of facial expression recognition has some drawbacks, according to the authors. Such as the model’s use and
lack of friendliness, inability to catch feelings or actions in complex contexts, participant shortness with a need for more
accuracy, a deficit in detecting effectiveness about EEG signals, and so on. Although there has been more research on combining
impact identification and usability testing, their functional applicability and interference with user experience testing still need
to be analyzed further.

Proposed Architecture and Methods

Convolutional Neural Networks are a form of deep neural network that is used for computer vision and visual image processing.
However, conventional algorithms face certain serious issues or questions, such as luminous variance and location variance,
etc. The approach to addressing the problems of conventional methods is to apply the CNN algorithm to the classification of
emotions?2. In contrast, our model is sequentially structured. We recognize that Sequence Modeling has the ability to model,
analyze, make predictions or produce some form of sequential data. In comparison to the traditional form, the algorithm’s
major distinctions are:

1. Automatic Feature Extractor Procreation:
Without any user or a built-in feature extractor, image features can be extracted manually, as the feature extractors are
generated during the training process.

2. Differences of Mathematical Model:
Typically, the linear classifier is classified by linear transformation. This is commonly referred to as the traditional
form. In contrast, to discern variations in the classification process, CNN and other Deep Learning algorithms usually
incorporate linear conversion with nonlinear features such as sigmoid and rectified linear unit functions (ReLU).

3. The Deeper Structure?s:
The traditional approach usually conducts only one layer of an operation via the linear classifier: SVM has just one
weight set, for instance (shown in equation 1). However, in the course of classification, CNN and other deep learning
algorithms perform several layers of operation. As a two-dimensional array, CNN adopts input.

S=W xx;j+b (2)
Where the classification score is S, W is the matrix of weights, and b is bias.

CNN Model Overview

The proposed model consists of four layers of convolution together with two layers that are fully connected which we can see
in the Fig. 5. Many building blocks are stacked up by CNN: convolution layers, pooling layers (e.g., max-pooling), and fully
connected layers (FC). The reaction network is rooted in the convolution layer, where the network functions are learned. In
addition, the convolution layer have weights that need to be taught, whereas the pooling layers use a fixed function to convert
the activation. The efficiency of the convolution layer goes through loops. Furthermore, model output is calculated on a training
dataset with the loss feature and learning parameters (kernels and weights) are adjusted by back-propagation with the loss. This
work requires to incorporate or delete certain layers during training cycles, such as Max Pooling or Convolution layer, to build

something unique and useful under specific kernels and weights for the output of a model.

Conv Conv Conv Conv
i Block 2 Block 3 Block 4 = FC
5/13

Figure 5. Reference CNN model for FER®
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Fine Tuning for Proposed CNN

Not only does a fine-tuning methodology replace the pre-trained model’s fully connected layers with a new set of fully connected
layers to train up on a given dataset, but it also fine-tunes all or part of the kernels in the pre-trained convolutional layer base
by way of backpropagation. It is possible to fine-tune all the layers in the convolutional base or set some earlier layers while
fine-tuning much of the deeper layers. In this work, the proposed model consists of four layers of convolution together with two
layers that are completely connected. This task would only need to train the high-level detailed feature block the essence and
the completely connected layers that regard*? as a classifier. In contrast, since we have just 7 emotions, the authors reset the
Softmax ranking to 7 grades from 1000 ranks.

Pipeline for Proposed CNN

The network with a layer for processing the input. Here are four convolution and additional pooling layers and two fully
connected layers that is completely associated at the end. A ReL.U layer, batch normalization, and a dropout layer is used for
any convolution and a fully connected layer of all the four network structures. The additional dense layer is used at the end
of the four convolution layers which are associated with the two fully connected layers. Besides, the overall pipeline for the
proposed CNN model is architectured on the following Fig. 6.
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Figure 6. Pipeline for proposed CNN
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Proposed Methodology

The data collection used for the application was the FER2013 dataset from the Kaggle challenge on FER2013%°. The database
is used to incorporate the Facial Expression detection framework. The dataset consists of 35,887 pictures, split into 3589
experiments and 28709 images of trains. The dataset includes another 3589 private test images for the final test. Fig. 7 shows
the examples of seven basic emotions from the used dataset and Fig. 8 shows the expression distribution of the FER2013
dataset. The pictures in the data set of FER2013 are 48x48-sized and black and white. The use of this data set is split into
private, public, and training evaluations, and 28709 training data sets.

£y ] o ¥ |

Angry Disgusted Fear Happy Neutral Sad Surprised

Figure 7. The examples of seven basic emotion

Class distribution

BOOD +
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Mumber

2000 1

Angry  Digust Fear Happy Sad  Surprise Neutral
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Figure 8. Expression distribution

The four major points of the proposed methodology are discussed here:

Recognition of Facial Expression

The FER mechanism has three steps. Firstly, the step of prepossessing is to prepare the dataset into a shape. The new form
will run and produce effective results on a generalized algorithm. Secondly, the face is identified from the images collected in
real-time in the feature extraction step. Finally, to group the picture into one of seven classes, the emotion classification stage
consists of applying the CNN algorithm. Moreover, these main phases are represented using a flowchart. The system flowchart
of emotion classification for the FER approach is seen in Fig. 9.

Face resizing == Preprocessing f==» CNN

v

Emotion
Classification

Face Detection

Image Dataset

Figure 9. System flowchart of emotion classification

7/13


https://doi.org/10.20944/preprints202105.0424.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 18 May 2021 d0i:10.20944/preprints202105.0424.v1

Preprocessing

Preprocessing is a required step in computer vision for image processing. The picture entered in the FER may include noise
and some light, scale and color variations. Apart from this, any preprocessing operations in the® picture have been performed
in order to produce more reliable and quicker performance with the CNN approach. In the transformation of the image, the
following preprocessing techniques are used:

« Normalization - An image is normalized to eliminate differences and to produce an improved image of the face.

« Gray scaling - Gray scaling is an image transformation method whose pixel value depends upon the strength of the
image’s light. As colored images are hard to process by an algorithm, gray scaling is completed.

« Redimensioning - The image is redimensioned to delete the unnecessary portion of the image. Undoubtedly, this
decreases the required memory and increases the speed of calculation.®”.

Face Detection

Face identification is the foundational step for every Facial Expression Recognition System. It is an efficient solution to object
detection proposed in their article, “Rapid Object Detection using a Boosted Cascade of Simple Features”3® in 2001, by Paul
Viola and Michael Jones. Classifiers that detect an object in a picture or video where many positive as well as negative
images learn a cascade function. In addition, Haar cascades in images have proven to be a powerful means of object detection
and provide high precision. Three dark regions on the forehead, such as the eyebrows, are detected by Haar features. Haar
cascades delete the unwanted background data from the picture effectively and detect the face area from the picture. OpenCV
introduced the face detection mechanism with Haar cascade classifiers. This approach used rectangular characteristics®®.

Emotion Classification

Here, the device classifies the picture into one of the seven universal expressions as entitled in the FER2013 dataset - Happy,
Sad, Anger, Surprise, Disgust, Fear, and Neutral. The training was carried out using CNN, which is a collection of neural
networks. On the training range, the dataset was trained first. Before feeding it into CNN, the process of feature extraction was
not performed on the results. The method followed was to experiment on the CNN with various architectures, to obtain better
accuracy with the validation set. The step of classification of emotion consists of the following stages:

+ Data splitting:
The dataset was separated into three categories: training, public testing, and private testing. A training and public test set
was used for the generation of a model and a private test set was used for the validation of the model.

» Model training and generation:
The design of the neural network was addressed in-depth in the layout of CNN section earlier. Here we can see that
the proposed model was set to the network and that after training on datasets, the model updates will be generated and
applied to the previous structure with the .json file.

« Evaluation of model:
The updates of the model produced during the training process were evaluated on the validation set consisting of 3589
images.

+ Using the CNN model to classify real-time images:
The transfer learning theory can be used to recognize the emotion in images here in real-time. The model developed during
the training phase consists of the corresponding weights and values that can be used to detect new facial expressions.
Since the created model already contains weights, it can certainly be said that FER is faster for real-time pictures.

Experiments and Results Analysis

Accuracy

Since the proposed model has been trained on a composite dataset, training accuracy above 95 percent and validation accuracy
above 65 percent has been reached, which would be 70 percent after several epochs. It can be mentioned earlier that just after
30 epochs, the CNN model has a training accuracy of 95 percent, whereas CNN has taken further epochs to reach greater
accuracy. A slight comparison of the suggested approach with other related works is seen in the table 1. From the table, it can
be ensured that the CNN approach is much better than adjusting any other technique or approach to the recognition of human
emotions, and our proposed model demonstrates better work.
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Table 1. Accuracy Comparison with Related Works

Algorithm Accuracy(%) Computational complexity
Alexnet? 55-88 04
VGG 65-68 09
GoogleNet*2 82-88 05
Resnet*! 72-74 oie6
FER(Our proposed) 75-96 04

Loss and Accuracy over Time

It can be ensured that the loss reduces, and that the accuracy increases with each epoch. Training and test accuracy for
trainingand validation losses collected using CNN for the FER2013 dataset are given in the table 2. From the table, it can be
ensuredthat as the epoch increases it shows a better accuracy rate for both the training and validation.

Table 2. Accuracy per epoch

Epoch  Training Accuracy Validation Accuracy
1 34.14 44.04
2 47.87 50.40
3 53.05 53.91
4 56.14 56.76
5 58.87 58.32
6 60.35 56.98
7 62.28 59.32
8 63.88 61.44
15 77.30 64.14

30 96.50 65.05

Accuracy and Loss graph

The authors recognize that the accuracy of training and validation are assessed to determine a model fitting. If there is a large
difference between the two, the model is over-fitting. The accuracy of the validation should be equal to or marginally less than
the accuracy of the preparation to be a better model. This work is also seen in Fig. 10, as the epoch improves the training
accuracy is marginally higher than validation accuracy as the authors extended the layers and eventually introduced a few more
convolution layers and several entirely related layers, rendering the network both larger and broader. It seems like the lack of
preparation can still be smaller than the loss of validation.

accuracy

0.65 1

0.60 1

0.55 1

—— training
validation

0.50 4

045 4

040

035 4

0 2 3 6 B 10 bt 1
epoch

Figure 10. Graph of training and validation accuracy per epoch
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In Fig. 11, the authors show the corresponding training versus validation failure. This means that the training loss reduces
as the epoch grows, and the validation loss increases. In addition, the validation data are always expected to decrease as the
weights are adapted. Here, as the epoch grows in higher-order then we can expect a lower rate of validation loss than the
training loss which we have already seen in the last stages of the figure. Therefore, this model is well suited to the training
results.

18 1

16

14 1

—— training

validation

12

10

epoch

Figure 11. Graph of training and validation loss per epoch

Confusion Matrix

Fig. 12 depicts the prediction confusion matrix*® which can be created by the test data. It can be seen that the accuracy for
most expressions is well mannered. As the epoch increases in a consistent manner during each training cycle, the model will be
well-suited and perform well during the real-time testing period. The dark blocks indicate that the research data has been well
categorized. In addition, the numbers on each side of the diagonal show the number of pictures that have been inappropriately
listed. As these numbers are smaller than the numbers on the diagonal, it can be inferred that the algorithm performed properly
and obtained state-of-the-art outcomes®”.

Confusion Matrix
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Figure 12. Predicted Confusion Matrix for the final model

Conclusion and Future Work

The authors have found seven distinct and unique emotion classes (fear, happy, angry, disgust, surprise, sad and neutral) in
this article for emotion classification. There is no overlap between groups as our model perfectly fits the data. The presented
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research has achieved a very good classification accuracy of emotions- 96% for random division of data in a minimal
number of epochs- based on results from existing research studies and our model has been reflecting better in the real-time. The
authors, however, plan to work with complex type or mixed group of emotions, such as shocked with pleasure, surprised by
frustration, dissatisfied by anger, surprised by sorrow, and so on.

In this analysis, the authors conclude that due to certain variables, their proposed model is only on average. For the future,
the authors will continue to focus on enhancing the consistency of each CNN model and layer. The future study involves
examining multiple forms of human variables such as personality characteristics, age, and gender that affect the efficiency of
emotion detection. The increasing availability of big medical data has made it necessary to use machine learning techniques
to uncover hidden healthcare patterns*-#’. In particular, deep neural networks have been recently used in healthcare
applications*®. Therefore, the proposed model has a great potential to be applicable on healthcare imaging data analysis.

Furthermore, the authors also focus on the mental or emotional stuff of a man or woman which helps as aconsultant and
leads the situation depending on behavioral things. Apart from this, the authors will attempt to refine the model more
accurately such that a more natural method of recognition of facial expression can be provided.
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