Associating climatic trends with stochastic modelling of flow sequences
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Abstract: Water is essential to all life-forms including various ecological, geological, hydrological, and climatic processes/activities. With changing climate, associated El Niño/Southern Oscillation (ENSO) events appear to stimulate highly uncertain patterns of precipitation (P) and evapotranspiration (EV) processes across the globe. Changes in P and EV patterns are highly sensitive to temperature (T) variation and thus also affecting natural streamflow processes. This paper presents a novel suite of stochastic modelling approaches for associating streamflow sequences with climatic trends. The present work is built upon a stochastic modelling framework (HMM_GP) that integrates a Hidden Markov Model (HMM) with a Generalised Pareto (GP) distribution for simulating synthetic flow sequences. The GP distribution within HMM_GP model is aimed to improve the model’s efficiency in effectively simulating extreme events. This paper further investigated the potentials of Generalised Extreme Value Distribution (GEV) coupled with an HMM model within a regression-based scheme for associating impacts of precipitation and evapotranspiration processes on streamflow. The statistical characteristic of the pioneering modelling schematic has been thoroughly assessed for their suitability to generate/predict synthetic river flows sequences for a set of future climatic projections, specifically during the ENSO events. The new modelling schematic can be adapted for a range of applications in the area of hydrology, agriculture and climate change.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EV</td>
<td>Evapotranspiration</td>
</tr>
<tr>
<td>P</td>
<td>Precipitation</td>
</tr>
<tr>
<td>T</td>
<td>Temperature</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Networks</td>
</tr>
<tr>
<td>BBMB</td>
<td>Bhakra Beas Management Board</td>
</tr>
<tr>
<td>DBN</td>
<td>Deep Belief Network</td>
</tr>
<tr>
<td>ENSO</td>
<td>El Niño/Southern Oscillation</td>
</tr>
<tr>
<td>GEV</td>
<td>Generalised Extreme Value</td>
</tr>
<tr>
<td>GP</td>
<td>Generalised Pareto</td>
</tr>
<tr>
<td>HMM</td>
<td>Hidden Markov Model</td>
</tr>
<tr>
<td>IMD</td>
<td>Indian Meteorological Department</td>
</tr>
</tbody>
</table>
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1. Introduction

Rivers are socio-economically valuable assets, providing a range of hydro-ecological services, such as, agriculture, fishing, recreational space, landscape scenery, a healthy environment for society, habitats for a range of marine and terrestrial species. Rivers are considered as a major contributor to the food-water nexus. According to U.S. Geological Survey (USGS), the term streamflow is used to refer the amount of water flowing in a river [1]. Thus, streamflow can be considered as a complex manifestation of interacting and overlapping spatio-temporarily distributed physical, environmental, and hydro-morphological processes, such as climate change, sediment transport, etc. [2,3]. Recently, a large volume of research has been conducted to understand the impact of anthropogenic climate change on streamflow and the associated hydro-ecological services. Most of these studies concluded that streamflow is highly sensitive to projected future climate change and extreme events [4–6]. Further, as scientific evidence are growing, it is widely accepted that frequency, intensity, severity, duration, temporal ranges, and spatial extent of extreme events (such as flooding, droughts, heatwaves) will also change considerably in future climate change [7,8].

In this context, the interactions occurring between the tropical Pacific Ocean and Earth’s atmospheric system that initiates El Niño/Southern Oscillation (ENSO) events [9–11] are of particular interest. These events last over several months, occur irregularly every few years and impact global climatic patterns [12,13]. There is growing evidence that associates ENSO events with more than average rainfall in South America (specifically in Peru, Ecuador, and Argentina) and drought in South Asia [14,15]. Agriculture is one of the key sectors that could be severely impacted by ENSO events affecting lives in the poorest and most vulnerable communities, specifically in the agricultural dependent economies in south Asian and South American countries. The social and economic impact of ENSO events is expected to be further exacerbated by projected climate change across the globe. Nations worldwide require their government, regulators and statutory consultees to develop, maintain, apply and monitor a national strategy to coordinate actions for managing an efficient Early Warning Early Action System (a new initiative proposed by the Food and Agriculture Organisation of the United Nations) to strengthen the coping capacities of at-risk populations [16].

As a step towards investigating the impacts of ENSO type events on the availability of water resources, land use change and agricultural production we wish to model a suite of synthetic river flows coupled to climatic conditions that can be used as input to a range of conventional software used in hydrological and agricultural applications. For example, to conduct a stochastic assessment of streamflow scenarios within crop simulation tools to assess the probability of crop failure in the face of extreme weather conditions (eg. drought). We build on previous work done by authors (reported elsewhere [17]) on stochastic modelling of synthetic Q. In a novel approach, presented in this paper, we link statistical modelling of Q time series with coincident P and EV data, to provide a direct connection between underlying changes in climatic patterns with water resources available to agriculture and reservoir beneficiaries.

This paper is mainly focused on developing an efficient statistical model that can
predict the Q sequences during ENSO events (which are expected to demonstrate unusual trends similar to extreme event forms) using the changes in the climatic trends. We will focus on the Beas river basin in northern India to provide empirical data for calibrating our statistical models and to understand the implications of changes in the summer monsoon rainfall on the varying inflow of the river Beas into the Pong Dam, a phenomenon that could be intensified during an ENSO event. As a proof of concept, we investigate if we can successfully predict future river flow time series based on trends in climatic conditions and historical flow data during these periods.

2. Background

This section is intended to provide a theoretical background for contextualising proposed research. A literature review covering a brief overview of the impact of climate change on ENSO events along with key statistical/computational modelling approaches developed recently and their application in prediction of streamflow sequences under climatic influences, specifically in the context of extreme events is discussed.

2.1. Impact of climate change on ENSO events

Climate change is a complex process and, as such, climatic projections are associated with a large amount of unquantified uncertainties. Although, ENSO events are widely investigated for influencing extreme weather events such as flooding, drought and tropical cyclone [18–20], there is a limited amount of evidence for directly attributing impacts of climate change on intensifying frequency of extreme ENSO events [21,22]. This is mainly because there are no set rules for classifying ENSO events from moderate to strong ENSO events [21]. Some of the related studies investigated influence of key hydroclimatological variables such as temperature (T), P, and EV on these extreme climatic events and associated uncertainty thoroughly [23]. Also, effects of ENSO on these key hydroclimatological variables (T, P, EV) has been widely investigated [24]. Some widely adapted work that facilitated schematics of summary global maps of regional effects of ENSO event on i) T can be referred elsewhere [25]; and for P can be referred elsewhere [26–28]. A considerable amount of work is done for predicting ENSO events that include both statistical and dynamic models and can be referred elsewhere [29–32].

Within the focus of the paper, effects of ENSO simultaneously on T, P and EV during Monsoon season over the last century for 146 districts across North India are thoroughly investigated in [33]. Results suggest that El Niño years have significant influence on hydro-climatic variables in comparison to La Niña or neutral years and most of the district experienced a significant decreasing trend in T, P and EV variable across the century. When considering adaptation and planning issues related to water resources it is inevitably important to incorporate and quantify these effects and associated uncertainties appropriately. This is essential to ensure a robust and reliable interpretation of model outcomes for optimising confidence in decision-making with future projections.

2.2. Data-driven approaches for predicting streamflow under climatic influence (extreme events)

With growing evidence confirming the phenomenon of global warming, a large amount of research is recently conducted to examine potentials of data-driven modelling approaches in predicting influences of climate change on streamflow. Mathematically, novel nonlinear dynamical system and chaos-based approaches involving phase-space analysis of streamflow for characterization and prediction of runoff dynamics have been explored in several studies [34–38]. Some interesting statistical approaches such as Markov switching time series models [39] and Bayesian approach for neural networks [40] has also been explored for runoff modelling. Applications of stochastic modelling approaches for exploring impacts of climate change on runoff modelling has been demonstrated across a few case-studies [41]. The suitability of computational approaches, such as Artificial Neural Networks (ANN) in rainfall-runoff modelling has been intensively studied in
recent decades [42]. An intensive examination of some of the widely applied Machine learning techniques including wavelet-based artificial neural network (WANN), support vector regression (SVR) and deep belief network (DBN) for multi-step ahead streamflow forecasting has been presented in [43]. In most of the investigation, ANN-based approaches appear to underperform in the estimation of extreme events.

A limited amount of work is done that explore impacts of extreme events either using a block maximum (estimated over a specific length of the period) or threshold-based approaches [44,45]. A model involving block maxima usually utilises the application of GEV distribution whereas those based on threshold values utilises GP distribution [45]. Some of the representative studies are briefly discussed here. A conditional density model, demonstrating the application of extreme value theory for facilitating a parametric modelling base for estimating upper tail of river runoff distribution while incorporating a non-parametric central distribution has been explored in [46]. A non-stationary generalised additive models-based approach for modelling sample extremes has been demonstrated for the estimation of extreme winter temperatures [47]. Potentials for a new criterion based on peak/low flow regime for selection of ANN model has been investigated for improving the forecasting of extreme hydrological events [48].

While most of these studies focused on varying average conditions of climatic variables [49], a very limited number of studies focused on the implications of the extreme events [50,51] that could lead to the most exacerbated impacts on the multifaceted hydro-ecological services associated with river systems [52,53]. The paper aims to bridge some of these gaps by facilitating a data driven modelling framework, which is specifically designed to effectively capture impact of extreme events through the integration of suitable statistical approaches and linking key hydro-climatic variables for simulating multiple realistic alternatives of streamflow sequences. These multiple streamflow sequences are intensively examined for capturing key statistical characteristics and dynamics of original series and thus represents a realistically plausible scenario that can be input into hydrological applications for facilitating a thorough uncertainty analysis of climate impacts and associated uncertainty.

3. Case study and data organisation

3.1. Study Area

Our focus area is the Beas river basin in Himachal Pradesh state, India, where the Beas rises in the western Himalayas eventually flowing westerly into the Pong reservoir, dammed at its western end by the Pong Dam [54–56]. The Pong reservoir stretches to a surface area of 260 km\(^2\) with a catchment of 12,561 km\(^2\) [55], managed by the Bhakra Beas Management Board (BBMB) which regulates discharge from the Pong Dam for generating hydroelectric power and providing irrigation to 1.6 Mha of land. Monsoon rainfall between July and September is a major source of water inflow into the reservoir, apart from snow and glacier melt. The historic mean annual runoff (MAR) at dam site is 8485 Mm\(^3\) and coefficient of variation of annual runoff is 0.225. Significant higher flows occur during the monsoon season compared to other time periods [46].

3.2. River runoff, precipitation and evapotranspiration data

Historic daily runoff data (Q) measured at the Pong Dam (geographical coordinates: 76° 05E and 32° 01N), was made available by the BBMB for the years 1998 to 2010 (inclusive). Additionally, for the same period daily \(P\) and \(EV\) (Penman-Monteith method) for the Beas river basin up to the Pong Dam has been gathered from the Indian Meteorological Department (IMD) and gridded TRMM (TRRM 3B42 V7) daily rainfall data [46]. The spatial resolution of TRMM data is 0.25° × 0.25°, covering the latitudinal band of 50° N-S. Potential \(EV\) were estimated using the Penman-Monteith (P-M) formulation forced with meteorological variables from the NCEP Climate Forecast System Reanalysis (CFSR) data from January 1999 to December 2008. Based on the elevation, Beas river basin has been divided in to three sub-basins, namely upper (5720km\(^2\)), middle (3440km\(^2\)) and lower
(3350km$^2$) as shown in Figure 1, and the $T$, $EV$ and $P$ data are provided in Table 1. Effect of snowmelt on runoff is important. Beas inflow is also influenced by the snowmelt. Further details on snowmelt runoff for Beas basin can be referred elsewhere [57].

4. Research methodology
4.1. Methodological framework of HMM_GP model

The methodological framework of HMM_GP model is consisting of four stages and is illustrated in Figure 2, adapted from [58]. The colour schematics applied in Figure 2 represent the key four stages of HMM_GP modelling framework which are briefly overviews below and can be referred elsewhere [58] for underlying technical details. Gray colour boxes are used for highlighting data pre-processing and post-processing steps, whereas purple boxes indicated start and end of procedure.

**Stage 1 (Orange)** - Time series decomposition using a robust STL (a Seasonal-Trend decomposition procedure based on Loess) [59]: The STL procedure facilitates a temporal decomposition of observed time-series ($O$) into three components: i) Long-term trends ($Tr$); ii) Seasonal movements ($S$); and iii) Random variations ($R$).

$$O = Tr + S + R; \text{for additivedecomposition}$$ (1)

Since, STL procedure is mostly suitable for additive decomposition, input time series are recommended for a log-transformation. The data pre-processing is intended to stabilise variance in non-stationary series and to de-emphasizes the influences of extreme values (outliers). A detailed literature review covering a detailed overview of STL method, along with other closely related mathematical techniques for time series decomposition such as Empirical Mode Decomposition (EDM) can be referred elsewhere [58,60,61].

**Stage 2 (Blue)** - Fitting of Hidden Markov Model (HMM) to random component: Application of HMM model to random component facilitate simulation of uncertainty/randomness associated with the process. The theoretical structure of HMM model comprises of five components as represented in Table 2. Table 2 also details procedure of fitting HMM model to random component used within the HMM_GP framework.

HMM model fitted to random component is used to simulate $n$—user specified random components. These synthetic random components are then combined with trend and seasonal components of observed series to construct $n$ synthetic time series corresponding to original series.
Table 1: Summary statistics of the $P (\text{mm/day})$, $EV (\text{mm/day})$ and $T^\circ C$ for the Pong sub-catchments

<table>
<thead>
<tr>
<th>Indices</th>
<th>Minimum</th>
<th>Mean</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>0.00</td>
<td>2.77</td>
<td>96.44</td>
</tr>
</tbody>
</table>
| Sub-Catchment: Upper
| $EV$    | 0.27    | 1.97 | 6.31    |
| $Max.T$ | -6.31   | 10.85| 25.75   |
| $Min.T$ | -23.07  | -1.42| 12.24   |
| $P$     | 0.00    | 3.76 | 119.44  |
| Sub-Catchment: Middle
| $EV$    | 0.53    | 4.62 | 9.70    |
| $Max.T$ | 6.87    | 26.12| 40.03   |
| $Min.T$ | -1.24   | 13.40| 25.74   |
| $P$     | 0.00    | 4.12 | 136.83  |
| Sub-Catchment: Lower
| $EV$    | 0.73    | 6.58 | 15.92   |
| $Max.T$ | 10.71   | 32.78| 50.30   |
| $Min.T$ | -3.05   | 18.45| 33.16   |

**Stage 3 (Green)** - Fitting GEV or GP distribution: To effectively simulate extreme values, a GEV or GP distribution is fitted to extreme values, specifically in the range of 95$^{th}$ to 99.9$^{th}$ percentiles, in observed series. All synthetically simulated series are then processed to resample extreme values from the fitted distribution. This step ensures the extreme limits of the synthetic sequences are not constrained by the observed dataset and the fitted continuous distribution allows to incorporate unseen extreme events in the synthetic series. A technical discussion on appropriateness of selecting a GEV or GP distribution can be referred elsewhere [62].

**Stage 4 (Yellow)** - Bias Correction: Data transformation procedure involving log-transformation and back transformation often produces biased predictions [63]. To minimise the influence of data transformation procedure, a novel-percentile based bias correction is applied to synthetic series so that synthetic data are not out of synch with actual data.

Following the HMM_GP approach, as detailed above and illustrated in Figure 2, we seek to generate synthetic streamflow sequences for the river inflow data $Q$, and similarly for the $EV$ and $P$ time series. We aim to both show that a) our synthetic stream flows have the same statistical dynamics and characteristics as the actual dataset, and b) to provide future stream flows to investigate the effect of greater disturbance from ENSO events to the agriculture industry in India.

The underpinning methodology for generation of synthetic time series for $Q, EV$ and $P$ remains same, though procedure need to be adapted to incorporate slight variations noted in different dataset due to difference in the quantitative nature of the data. For example,

(a) Time series of $EV$ has a considerably small range, $[0.73, 15.92]$, of values, and is not a particularly long-tailed distribution$^1$. Since time series of $EV$ dataset does not exhibit an overly long-tailed distribution. Therefore, for processing $EV$ dataset need some adaption in Stage 3. Specifically, we choose to fit a GEV distribution rather than a GP type distribution in the observed time series of $EV$, as detailed in [62].

(b) Time series of $P$ has a wide range of values $[0, 136.83]$ with many zero values and a long-tailed distribution. For time series of $P$, as there can be valid zero elements

---

$^1$ Long-tailed or heavy-tailed distribution are those with extended tails either in right or left or both directions, due to several values occurring far from the mean or central part of the distribution. Long-tailed distribution are mainly studied within the context of extreme value distribution.
of the series, we shift the series by a very small translation, 0.001, so that we can take the \( \log \) of the series. As the data is available to 2 decimal places and ranges from 0.01 to 136.83, this small value does not represent a significant change to the data and does not excessively stretch (on the negative side) the range of values that the \( \log \) of the series takes (note this is significant when fitting an HMM to the data). Stage 1-2 are applied and after inverse transforming synthetics series we subtract the small shift value, 0.001, from the synthetic series. In contrast to the \( EV \) data, in Stage 3, as the distribution for the \( P \) data is very long-tailed, thus, we choose to fit a GP distribution.

(c) Time series of \( Q \) has a very wide range, \([17, 5915]\) and a long-tailed distribution. A climatic module is developed to integrated influences of \( EV \) and \( P \) data in simulated \( Q \) sequences, detailed in next subsection.

4.2. Calibrating ‘climatic module’ for simulating \( Q \) sequences

In a novel approach, we seek to link the underlying data trend for \( Q \) with underlying climatic conditions, noting that \( EV \), as measured by the Penman-Monteith method, depends on daily mean \( T \), wind speed, relative humidity and solar radiation [16]. We thus investigate fitting a model for the response of the trend for the \( Q \) series to changes in the trend for \( P \) and \( EV \) as follows:

1. We take the \( \log \) of the \( Q \) time series to convert a multiplicative time series into an additive series.
2. Using the Loess method of time series decomposition from [59] we decompose the \( \log(Q) \) series into trend, seasonality and random components.
3. We fit a linear regression model for the response of the decomposed trend of the \( \log(Q) \) series to the trends generated by decomposition of \( \log(EV) \) and \( \log(P) \), as described in Subsection 4.1 above:

\[
\log(Q)_{\text{trend}} \sim \log(EV)_{\text{trend}} + \log(P)_{\text{trend}}
\]
Table 2: Structural composition of HMM

| Set of observed states $[O_{State}]$ | Percentile analysis of random component is conducted to define eleven distinct states, $A, B, ..., K$
| | State A - value between 0th - 10th percentile;
| | State B - value between 11th - 20th percentile;
| | ……………………………………………………………;
| | State K - value between 95th - 100th percentile |
| State transitional probability matrix $[T_{State}]$ | $[T_{State}]_{11 \times 11} = [p_{ij}; \text{for } i, j \in A, B, ..., K]$ |
| Set of unobserved (hidden) states $[U_{State}]$ | Hidden states corresponding to each of eleven observed state are defined as $[U_{State}] = [U_i; \text{for } i \in A, B, ..., K]$ |
| Emission probability matrix $[E]$ | Corresponding to each hidden state $U_i \in [U_{state}]$ $[E_i] = [e_i; \text{for } i \in 1, 2, ..., E_{length}^i]$ where, $E_{length}^i = \lfloor (\text{range of } U_i \times 10) + 1 \rfloor$ |
| Initial Probability Matrix $[I]$ | Initial probabilities of occurrences of observed states, observed state are defined as $[I] = [I_i; \text{for } i \in A, B, ..., K]$ |

Accordingly, we complete the generation of $N$ synthetic series for the $Q$ data complementing the synthetic series generated for $P$ and $EV$ with the following steps:

4. We fit an HMM to the $\log(Q)$ of random component.
5. Using the HMM we generate the prescribed number $(N)$ of synthetic random series for a pre-determined length of time (less than or equal to that of the $P$ and $EV$ length).
6. We recombine the decomposed series by adding the seasonality component for the $\log(Q)$ from Step 2 and the $\log(Q)$ trend fitted by the linear regression model to each of the $N$ synthetic random series from Step 5.
7. Take the exponential of each of the $N$ resultant series from Step 6.
8. Re-sample extreme values in the synthetic series from a GP distribution fitted to the extreme values in the actual $Q$ data, as detailed in Stage 3. As the distribution for the $Q$ data is very long-tailed we choose to fit a GP distribution and apply Stage 4 from Subsection 4.1.

4.3. Application of ‘climatic module’ for forecasting $Q$ sequences

Further to generating synthetic $Q$ series for a particular time frame using HMM to ‘learn’ the behaviour of the random component over that time we also investigate how feasible it is to use our synthetic series to predict future $Q$ dependent on climate changes. For this exercise, we propose to use a truncated portion of the $Q$ data to ‘learn’ the behaviour of the $Q$ data to predict the $Q$ for future times. In this way can compare our predictions with actual river runoff data. We do this with the following steps:

1. We split the time-frame $T$ for our data into two segments $T_{learn}$ and $T_{predict}$ such that the start date in the year for both $T_{learn}$ and $T_{predict}$ is the same (to ensure the correct starting probabilities for our fitted HMM). Note we also assume that $\text{length}(T_{learn}) \geq \text{length}(T_{predict})$.
2. For the inflow data in the $T_{learn}$ time-frame we follow the initial steps for generating synthetic inflow series up to fitting an HMM to the random $\log(Q)$ decomposed series, including generating the linear regression model for the $\log(Q)$ trend on time period $T_{learn}$.
3. Using the HMM fitted for the inflow data in time period $T_{\text{learn}}$ generate the prescribed number ($N$) of synthetic random series for time period $T_{\text{predict}}$.

4. Manufacture the synthetic $Q$ series for time period $T_{\text{predict}}$ by adding the predicted random series, the predicted trend for the $Q$ using the linear model whose parameters are fitted from the data in time period $T_{\text{learn}}$ and generated using the $P$ and $EV$ trend from time period $T_{\text{predict}}$, and the seasonal inflow component generated by using the annual seasonal component decomposed in time period $T_{\text{learn}}$.

5. Take the exponential of each of the $N$ resultant series.

6. Re-sample extreme values in the synthetic series from a GP distribution fitted to the extreme values in the actual $Q$ data, as detailed in Stage 3 and apply a percentile basis, as detailed in Stage 4.

5. Results

This section is aimed to demonstrate and discuss the key results obtained at various stages of model development (detailed in above section). Key research findings are organised in four subsections discussed below.

5.1. STL decomposition of $EV$, $P$ and $Q$

To demonstrate results obtained at Stage 1 of HMM_GP framework, Figures 3, 4 and 5 show the STL decomposition for the log of the time series for $EV$, $P$ and $Q$ respectively for the years 1998 to 2010. Note that as zero entries may occur in the data for $P$, before taking logs we add a very small number ($10^{-3}$) to the $P$ time series. A reverse of this is performed when transforming back from the additive series to the multiplicative series. We set the seasonal decomposition window to a granularity of 1 year as we wish to investigate changes on an annual basis. Both $EV$ and $Q$ show clear annual peaks and troughs, whereas the $P$, although exhibiting an annual monsoon season, has many days throughout the year when there is either zero or extremely low rainfall. We can see that in general, the trend for $\log(Q)$, $\log(P)$ and $\log(EV)$ exhibits a change in behaviour around the years 2003-2004 where $Q$ shows a change in decreasing trend to increasing; $P$ shows a levelling off after years of increasing, and $EV$ starts a downward trend after a few years of an unchanging trend in general. Therefore we conclude that, in general, as the trend for $EV$ decreases we expect an increase in the trend for $Q$ into the reservoir. We also see that as the trend for $P$ increases to its peak in 2006, then the trend for $Q$ also rises. Please note that, years 2002-03, 2004-05, 2006-07 and 2009-10 were recorded to observe an ENSO events [64].

5.2. Calibration of HMM_GP model for simulating synthetics sequences

We applied HMM_GP methodology to simulate synthetic sequences for $EV$, $P$ and $Q$. Figures 6 and 7 show a sample synthetic series generated using the HMM_GP methodology for $EV$ and $P$ respectively for the years 1998 to 2010, and Figure 8 shows a sample synthetic series for inflow ($Q$) for the years 1998 to 2006. The synthetic time series exhibit good agreement with periodic peaks and troughs of the observed data (Figures 6a, 7a and 8a), although as our modelling is based on probabilities the most extreme values in the synthetic series do not always match the years in the original $Q$ time series when the most extreme events occur. Notably, as $EV$ and $Q$ both have clear annual peaks and troughs the modelled synthetic data show better agreement with annual timings of highs and lows than for $P$. The percentiles and probability density function for the synthetic series follow the observed time series reliably (Figures 6b&c, 7b&c and 8b&c) and the quantile-quantile plot in Figures 6d, 7d and 8d show good agreement, particularly below the 99th percentile. Figures 6(e,g), 7(e,g) and 8(e,g) show the auto-correlation and partial auto-correlation over a lag time of 1 month for the actual data for $EV$, $P$ and $Q$ respectively with their counterparts for the synthetic series shown in Figures 6(f,h), 7(f,h) and 8(f,h). There is a good agreement for each of the synthetic series with actual data, and also we note that both $EV$ and $Q$ show a higher level of auto-correlation in general (Figures 6(e,f) and 8(e,f)) when compared with $P$ (Figure 7(e,f)).
Figure 3. STL decomposition of $\log(EV)$.

Figure 4. STL decomposition of $\log(P)$. 
To fit extreme values adequately in the synthetic series, we found that fitting the GEV distribution to extreme EV data values above the 95\textsuperscript{th} percentile provided the best results. For fitting the GP distribution to the precipitation data, we also found that fitting to data above the 95\textsuperscript{th} percentile was optimal, whereas for the Q data we found that fitting to the 99\textsuperscript{th} percentile was the best option. We suspect that fitting our model to a time series with a lower degree of auto-correlation is more problematic due to the greater likelihood of large differentials between sequential data points. In our case study, this is due to the nature of P data that can change from high to low daily even during monsoon season. There is ample room for further investigation in this area.

Figures A1, A2 and A3 (provided in appendix section) show a further four sample synthetic series generated using HMM_GP for EV, P and Q respectively, each exhibiting similar statistical properties to those in Figures 6, 7 and 8. We conclude that the synthetic series we have produced for EV, P and Q has a similar statistical characteristics to their original series. Thus, the HMM_GP framework is shown to effectively simulate dynamics of climatic variable along with river runoff. In fact, in previous work by authors, the proposed modelling schematics is shown to generate statistical synthetics time series for a range of applications including energy demand series at different resolution in ranging (5 minutes to 30 minutes) [58] and for Scottish rivers inflow sequences (15 minutes inflow) [17]. In the present work model is first time applied for simulating statistical dynamics of climatic variables and a novel climate module is developed.

5.3. Calibration of ‘climatic module’

Climate module is novel feature of HMM_GP model and has been intended to establish a mathematical association between the trends components of climatic variables (EV and P) with the trends of (Q) using a simple multiple regression-based model. Key underpinning idea is that such a relationship can be used to project changes in trend of future Q as a response to change in EV and P. Seasonal component can be explored in within the same conceptual framework, though is not focus of present work. The output from R [65] for the
Figure 6. Comparison of various statistical characteristics of a sample synthetic EV time series for 1998-2010 (dotted brown lines), based on learning EV pattern from 1998-2010, with observed EV 1998-2010 time series (solid peach lines). Comparing (a) Realisation; (b) Percentiles; (c) Probability density distribution; (d) QQ-plot; (e) ACF for observed; (f) ACF for a sample synthetic series; (g) PACF for observed; (h) PACF for a sample synthetic series.
Figure 7. Comparison of various statistical characteristics of a sample synthetic P time series for 1998-2010 (dotted lines in slate grey), based on learning P pattern from 1998-2010, with observed P 1998-2010 time series (solid lines in light slate grey). Comparing (a) Realisation; (b) Percentiles; (c) Probability density distribution; (d) QQ-plot; (e) ACF for observed; (f) ACF for a sample synthetic series; (g) PACF for observed; (h) PACF for a sample synthetic series.
Figure 8. Comparison of various statistical characteristics of a sample synthetic Q time series for 1998-2006 (dotted navy lines), based on learning Q pattern from 1998-2006, with observed Q 1998-2006 time series (solid blue lines). Comparing (a) realisation; (b) Percentiles; (c) Probability density distribution; (d) QQ-plot; (e) ACF for observed; (f) ACF for a sample synthetic series; (g) PACF for observed; (h) PACF for a sample synthetic series.
linear model linking the trend of $\log(Q)$ to the trend of $\log(P)$ and trend of $\log(EV)$ gives the following model summary:

Call:
lm(formula = Trend_TS_Inflow_Log ~
Trend_TS_PrecL_Log + Trend_TS_EvoPL_Log)

Residuals:
  Min 1Q Median 3Q Max
-0.22324 -0.06903 -0.00638 0.06717 0.16561

Coefficients:

| Estimate | Std. Error | t value | Pr(>|t|) |
|----------|------------|---------|----------|
| (Intercept) | 12.235107 | 0.049441 | 247.5 | <2e-16 *** |
| Trend_TS_PrecL_Log | -0.288592 | 0.002832 | -101.9 | <2e-16 *** |
| Trend_TS_EvoPL_Log | -4.416697 | 0.028030 | -157.6 | <2e-16 *** |

---

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 0.08359 on 3282 degrees of freedom
Multiple R-squared: 0.8992, Adjusted R-squared: 0.8992
F-statistic: 1.465e+04 on 2 and 3282 DF, p-value: < 2.2e-16

where we can see that the linear model, we have proposed is a reasonable fit as the residual standard error is low and the p-values for both $P$ and $EV$ are extremely small (less than 0.05) and suggest that both $P$ and $EV$ in the model are statistically significant and we should retain them. R-square values is 0.89 ∼ 0.9, which is considerably high, suggesting a ‘strong’ model fit has been achieved. The overall p-value of the regression model is also small (less than 0.05 as indicated in the last row), suggesting modelling is statistically significant. To assess the capabilities of ?climate module? in simulating trend components of $Q$, Figure 9 Upper panel compares the results for the modelled $Q$ trend (dashed lines in light blue) superimposed on the observed $Q$ trend (solid line in navy), showing a reasonable model fit. We note that the fit is not perfect, in particular, that the peaks and troughs in the trend are not always concurrent, however, the overall general trend is followed with good agreement. To further analyse the discrepancies in the match and the magnitude, in 9 Lower panel, we plotted histogram of residual errors (defined as difference between ‘observed’ and ‘predicted’ trend of $Q$). It is interesting to notice that most of the residual error (approximately 90%) is distributed within the range $[-0.11, 0.13]$ with some extreme values reaching the range $[-0.2, 0.2]$. Table 3 provides a detailed percentile distribution of residual error.

Table 3: Percentiles for residual error

<table>
<thead>
<tr>
<th>Percentiles</th>
<th>0th</th>
<th>5th</th>
<th>10th</th>
<th>25th</th>
<th>50th</th>
<th>75th</th>
<th>90th</th>
<th>95th</th>
<th>100th</th>
</tr>
</thead>
<tbody>
<tr>
<td>residual</td>
<td>error</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.22</td>
<td>-0.11</td>
<td>-0.10</td>
<td>-0.70</td>
<td>-0.01</td>
<td>0.07</td>
<td>0.07</td>
<td>0.11</td>
<td>0.13</td>
</tr>
</tbody>
</table>

In future versions of our work, we intend to improve this model and consider this further in the final discussion, in particular considering possible lags in the data.

5.4. Model prediction

Figure 10 shows the predicted $Q$ for 2007 to 2010 based on learning the behaviour of the $Q$ time series for 1998-2006 based on the STL seasonal decomposition, using an HMM to learn the random component for 1998-2006 and the linear model for the $Q$ trend whose coefficients are found using the $P$ and $EV$ trend data for 1998-2006. The resultant predicted $Q$ for 2007-2010 closely follows the timing of peaks and troughs of the original
Figure 9. Upper Panel: Compares observed trend component of $\log(Q)$ (solid lines in Navy) with predicted trends of $\log(Q)$ for years 1998-2006 simulated by ‘climate module’ (dashed lines in light blue) in response to trend of $\log(EV)$ and $\log(P)$ as independent variables. Lower Panel: Histogram of residual error distribution.
data (Figure 10a). Due to our modelling being on a probabilistic basis the most extreme values in the synthetic series do not always match the years in the original $Q$ time series when the most extreme events occur. However, the percentiles (Figure 10b), probability density (Figure 10c), ACF and PACF profiles (Figures 10e,f,g&h) have a similar statistical profile to the original series. Figure 11 shows a further four sample synthetic series for $Q$, each exhibiting similar statistical properties to those in Figure 10. Therefore, we have shown that for several years (less than the initial learning period), we can predict the vast majority of the behaviour exhibited by the original series, barring identifying the correct years when the most extreme events occur.
Figure 10. Comparison of various statistical characteristics of a sample predicted \( Q \) for 2007-2010 (dotted navy lines), based on learning inflow pattern from 1998-2006, with observed \( Q \) 2007-2010 time series (solid blue lines). Based on learning \( Q \) for 1998-2006, comparing (a) realisation of observed \( Q \) time series for 1998-2010 (solid blue lines) and a sample predicted time series for 2007-2010 (dotted navy lines); (b) Percentiles for observed \( Q \) time series (solid blue lines) and a sample predicted time series for 2007-2010 (dotted navy lines); (c) Probability density distribution for observed \( Q \) time series (solid blue lines) and a sample predicted time series for 2007-2010 (dotted navy lines); (d) QQ-plot for observed \( Q \) time series (solid blue lines) and a sample predicted time series for 2007-2010 (dotted navy lines); (e) ACF for observed \( Q \) 2007-2010 time series; (f) ACF for a sample predicted \( Q \) 2007-2010 time series; (g) PACF for observed \( Q \) 2007-2010 time series; (h) PACF for a sample predicted \( Q \) 2007-2010 time series.
5.5. Model Application: Uncertainty in reservoir capacity estimates

The required capacity to meet the existing demands at the Pong without failure when fed with the different $Q$ scenarios. A simple technique for obtaining the failure-free capacity estimate is the sequent peak algorithm (SPA) proposed by [63].

$$K_{t+1} = \max(0, K_t + D_t - Q_t); t \in N$$

(2)

$$K_a = \max(K_{t+1})$$

(3)

where, $K_a$ is reservoir capacity, $K_{t+1}$ and $K_t$ are respectively the sequential deficits at the end and start of time period $t$, $D_t$ is the demand during $t$, $Q_t$ is the inflow during $t$ and $N$ is the number of months in the data record. The SPA is a critical period reservoir sizing technique and like all such techniques assumes that the reservoir is full at start and end of the cycle, i.e., $K_0 = K_N = 0$. If, however, this is untrue, i.e. $K_N \neq 0$, the SPA cycle is repeated by setting the initial deficit to $K_N$, i.e. $K_0 = K_N$. This second iteration should end with $K_N$ unless the demand is unrealistic, e.g. such as attempting to take a demand higher than the mean annual runoff from the reservoir. In this sense, the assumption of an initially full reservoir is not crucial for the SPA because if this assumption is not valid, it will become evident at the end of the first cycle and corrected for during the second cycle.

To estimate uncertainty in reservoir capacity, HMM_GP model along with ?climate module? is applied to generate 1000 synthetic $Q$ sequences. Population of reservoir capacity based on existing monthly irrigation releases at the Pong are summarised in the Figure 12. The horizontal dashed line represents the existing (or historic) capacity of 7290 Mm$^3$.

As Figure 12 clearly shows, there is wide variability in the required reservoir capacity for each runoff scenario. Although the existing capacity of the Pong is 7290 Mm$^3$, the required capacity estimates based on the simulated current runoff series could be as low as 3545 Mm$^3$ or as high as 21452 Mm$^3$. These, respectively, represent under-design and over-design situations relative to the existing capacity at the Pong reservoir. The implication of under design is that the reservoir will fail frequently to meet the demand. The effect of ENSO on the capacity estimates broadly follows the effect on runoff. Thus, as the rainfall and hence runoff decreases, the capacity required for meeting the demand increases. The large arrays of possibilities in the impact of ENSO are bound to complicate decision-making regarding adaptation and mitigation.

6. Discussion

From the initial data that we have obtained for the Beas river basin ($EV$, $P$ and $Q$) we have demonstrated that we can successfully produce a suite of synthetic time series exhibiting similar statistical characteristics to the original historic data, following seasonal highs and lows well. Moreover, we have linked the trend of the $Q$ to the Pong dam to local $P$ and $EV$. Using this link to the trend in climatic conditions we have also demonstrated that predictions for inflow based on seasonality and random flow learnt from historical river $Q$ data and climatic trend are statistically accurate. With the ability to adjust the $Q$ trend based on the amount of $P$ and other climatic conditions we envisage that such synthetic time series can be used as input to crop growth models to help understand the
Figure 11. Comparison of four sample predicted inflow time series for 2007-2010. See Fig 10 for individual figure details.
effects of changes in climatic factors on crop selection and output. We have based this work on data available for the river Beas in the north of India and this approach can easily be translated to other rivers in India influenced by monsoon conditions and extreme weather events. Of course, this depends on good quality historical data on which accurate machine learning can be built.

The accuracy of our model depends on a suitable length of historical data to train data to capture long-term changes in patterns. In the case we have predicted 4 years of $Q$ based on 9 years of learning. Given that ENSO type events can occur every 2-7 years and have a variable duration, we would expect more accurate results with historical data that includes multiple numbers of ENSO type occurrences. We envisage that if the learning phase of our model has a longer duration, then our model will have a greater likelihood of simulating extreme value occurrences.

As well as the length of data, extending the breadth of data used for historical learning may also improve prediction results. In this study, we have limited linking the trend of the $Q$ to the EV and $P$ in the Beas river basin (up to the Pong dam), and it is conceivable that other explanatory variables may improve the linear model for $Q$ trend (Figure 9). We know that $P$ in the uppermost reaches of the river Beas falls as snow during the winter months, and that snowmelt contributes significantly to $Q$ [66]. If sufficient historical data for EV and $P$ in the upper reaches of the river Beas is available, further investigation to fitting a multiple linear regression model to EV and $P$ from a wider catchment could be beneficial. Note that this would also require an understanding of any time lag that occurs between effects of EV and $P$ in the upper catchment area and the river $Q$ at the Pong dam.

Although the data used for our studies have been decomposed using the statistical STL approach, there perhaps could be more deterministic ways of extracting the various components from the data. For instance, if we consider the seasonal patterns in the data that occur over fixed periods, one could use tools such as Fourier and Wavelet transforms for analysis. The data could also be pre-conditioned with such transforms to provide a way to filter noise, or even compress the data. Data decomposed with Fourier/Wavelet transforms could provide a robust method not only to study the regularities present but also to produce synthetic data that could be used for predictions. The challenge in this aspect of research would be to maintain the statistical properties of the data before and after such a transform. Moreover, Fourier analysis in particular is restricted to finite energy functions, which may interfere with the long-term progression trend of the data. Nonetheless, we could devise techniques to tackle such issues and produce hybrid methodologies to better analyse and model the data [67].

Linked to exploring further avenues for decomposing the data we note that our modelling approach has been to restrict the STL decomposed seasonal component to be unchanged over each year. It is conceivable that this is too restrictive, and there could be a benefit in allowing the seasonal component to evolve over a period of time. However, such a change would also require changes in the assembling of our inflow predictions. The suggestions we have discussed here provide a number of future possibilities to extend our statistical modelling approach. As the motivation for modelling runoff is to provide suitable input to ascertain probabilities of crop success in the face of ENSO type events, the biggest determinant of the most suitable improvements to investigate in the future will be the utility of the synthetic and predicted series in crop development models.
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Appendix
Figure A1. Comparison of four sample synthetic EV time series for 1998-2010. See Fig 6 for individual figure details.
Figure A2. Comparison of four sample synthetic $P$ time series for 1998-2010. See Fig 7 for individual figure details.
Figure A3. Comparison of four sample synthetic Q time series for 1998-2006. See Fig 8 for individual figure details.