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Abstract: Commercial classification is essential to spatially describe commerce. Although most of
the proposed classifications have been classic functional analyses, rooted on qualitative studies,
some recent classifications efforts are found to rely heavily on more quantitative methods, due
eventually to increasing data availability and technological advancements. In this paper, a
classification is proposed, using k-means clustering and a minimal set of variables (density,
diversity and clustering) to derive the commercial structure of Lisbon. The classification is
implemented for 1995, 2002 and 2010, using a 150m-sided square grid. The cross-sectional analysis
of the results shows the rise of shopping-malls against city centre decline and gentrification, along
with changes in cluster composition considering 9 different commercial categories (6 categories of
retail, and restaurants, cafes and bars). These findings are in line with literature, thus supporting
the obtained classification. Since the classification can be used to accurately describe the
commercial structure of the city in different time periods, it is implied that it may also be
generalized to different cities. Furthermore, the potential use of cluster membership in retail
location models, which is an advantage of the proposed classification, could help strengthen the
relationship between location modelling and commercial classification, thus reinforcing the role of
commercial studies in urban planning and policymaking.
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1. Introduction

Ever since the 1960’s, retail has been considered a driver of sustainable communities.
“Not only do public characters spread the news and learn the news at retail, so to speak.
They connect with each other and thus spread word wholesale, in effect” [1] (p. 70). The
communal high-street where “neighbours bump into each other” [2] (p. 1) promotes
social interaction and adds to the centres multi-functionality. This generates urbanization
economies from which innovation stems [3], stimulates local employment, encourages
walking instead of driving [4], and increases safety and the feeling of belonging to a
place, since at any given moment of the day, one can find people in the street [5].

This image of the communal high-street, though, has become increasingly
disconnected from reality. Griffiths et al. [2] suggest this has been especially noticeable in
the last three decades, but some authors propose that the traditional model of retail
location, concentrated on city centres, has actually been threatened since the 1960’s.
Jacobs’ [1] work fell into the public eye, after all, because it defended that maintaining the
richness of the urban system, which included retail, was more interesting than
implementing Robert Moses” “slum clearance” projects. And while urban sprawl became
the first and main threat to the high-street, other factors, associated with social and
demographic changes, such as an increasing purchase power and women entering the
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work force, also contributed to that phenomenon [6,7]. New ways of doing business
(shopping malls, big box retail) would also add to the decline of the high-street during
the 1960’s and 1970’s; and this situation, reinforced by the spread of neoliberal principles
in the 1980’s, would lead to the decline of city centres in general, especially in Europe
[8,9]. And although extensive funding and different management models have been
implemented since to promote town centre revival [10-12], the high-street continues to
suffer from intense competition from other business models. In recent times, one of the
most disruptive forces against the high-street is online shopping. In 2009, it was already
considered to have the potential to replace in-store shopping [13]; in 2019, online
purchases represented 14.1% of the total retail worldwide sales [14].

Considering that in Europe 74.5% of the population already lives in urban
settlements [15], evaluating the past and current location patterns of commercial activity
is essential in understanding the impact of future developments on city centre dynamics.
This evaluation has conventionally been done in two ways: one from a more qualitative
perspective, based on systematic observation of local case studies, and another from a
more quantitative perspective, based on location modelling; or as some authors have
mentioned, from the perspective of humanities and social philosophy and from the
perspective of sciences [16] — and seldom communicating with each other.

Hence, retail classification studies, beginning with Proudfoot [17], propose that
location phenomena is to be interpreted and presented based on data and observation,
without relying on mathematical abstractions. This line of research has evolved so that
retail structures can be described with great detail [18-21], which is essential for
transmitting results. The drawback is that generalization becomes extremely hard. For
example, Guy [21] considers that at least 10 dimensions can be used in retail classification
(e.g. size of store, development history, development type), each with several possible
categories. In a classification system as detailed, no two cities will be the same. Although
that is, of course, true, if a researcher intends to find regularities to explain store location,
it will be difficult to collect sufficient empirical data, because each case will be a specific
case.

From the more quantitative perspective comes a somehow different way to analyse
the processes leading to agglomeration, from which different commercial structures
emerge. Hence, competitive clustering accounts for the clustering of activities of the same
type [22-24]; urbanization economies and multipurpose shopping explain the clustering
of activities of any type [3,25]; and increasing returns to scale [26,27] support the (ever
increasing) density of centres. Density, diversity and clustering can be translated into
mathematical expressions that can be generalized to different centres. And if this
perspective is considered “somehow different” from the more qualitative one — but not
entirely different — is because both perspectives are ultimately different ways to tackle the
same questions. Acknowledging that the Central Business District (CBD) has “a marked
concentration of shopping goods stores (....) which are located within that focal area of
intra-city transportation collectively most accessible to the entire city population” as did
Proudfoot [17] (p. 428) is not different from addressing the advantages in agglomeration
economies from a strict economic perspective [26,28].

What is found is that this lack of communication between different perspectives
leads to a gap in retail studies. There is no classification that does not rely specifically on
form or function of local case studies, and at the same time, is sufficient to describe a
commercial structure, in a manner that allows for its subsequent use in location models.
This usage precludes the inclusion in the classification of market area characteristics [29-
31], accessibility [32,33] and the presence of amenities [34], since these are all common
explanatory variables used on location models.

Therefore, the purpose of this paper is to devise a self-contained quantitative
classification of commercial structures, which can also be interpreted along the lines of
more qualitative studies. By relating different analytical perspectives (social and
economic, qualitative and quantitative), this classification will also help strengthen the
relationship between location modelling and commercial classification, thus reinforcing
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the role of commercial studies in urban planning and policymaking. The classification is
obtained in a bottom-up perspective [35,36] using k-means cluster analysis and a
minimal set of variables: density, diversity and clustering. The use of this set of variables
allows for cluster membership to be used in location models, as it is independent of
common explanatory variables used in these models.

The classification is implemented for three different periods, corresponding to the
years of 1995, 2002 and 2010. These three years were chosen because they correspond to
retail censuses collecting business establishments disaggregated at point level [37] that
are also close to the national housing and population censuses (1991, 2001 and 2011),
since census data may latter be used to interpret changes in commercial clusters.
Comparing the structures in a cross-sectional manner will help validating the
classification, since the results are expected to be validated by literature and anecdotal
evidence on commercial changes occurring between 1995 and 2010.

The paper is structured as follows: Section 2 presents a literature review, from classic
functional analysis to classifications based on state-of-the-art methods, including
references to novel approaches to retail location that have allowed for the latter to be
devised. Section 3 presents the data and methodology, along with the case study, Lisbon.
The results are presented and discussed on Section 4. The conclusions are presented on
Section 5, along with possible lines of research that may be pursued in further
developments of the present analysis.

2. Literature Review

The first systematic description of the retail structure of a city can eventually be
attributed to Proudfoot [17]. Based on the analysis of 9 cities in the USA, and considering
“class of commodities sold; special concentration or dispersion of outlets; and character
of customer tributary areas” [17] (p. 425), the author found that most cities presented a
similar structure, consisting of 1) a Central Business District (CBD), 2) an outlying
business centre (or centres), 3) a principal business thoroughfare, 4) neighbourhood
business streets and 5) isolated store clusters (isolated stores are also mentioned). The
CBD concentrated most of the retail, both in quantity and diversity, with the outlying
business districts being smaller versions (“miniatures”) of it. The principal business
thoroughfare was the main artery leading to the CBD, relying on through traffic, and the
visibility that came with it. Neighbourhood business streets and isolated store clusters
catered for local customers, and were located at walking distance in residential areas, and
so were isolated stores. This classification, though rooted in urban social studies, holds
against economic theory: acknowledging the advantages in the concentration of activities
is, ultimately the same as addressing the advantages in agglomeration economies.

The classification methodology of Berry [18,38] proposes that, in any city, one can
find a set of nested nucleations, down from the metropolitan CBD to small convenience
centres, eventually connected by ribbon structures (developed around streets, or
highway oriented). These ribbons draw patronage from through traffic. Specialized areas
(like entertainment districts) exist where the type of business demands for a specific
location that doesn’t fit the proposed hierarchical structure The influence of CPT is
evident on the classification system, which is eventually explained by Berry’s previous
work [39,40]. The possibility of mapping the results creates a direct relationship with
urban planning, and retail classification has been used for that purpose since at least
Berry [18] for Chicago's community renewal plan.

Davies and Bennison [19] suggest that there are essentially three conformations of
retail structures: nucleated facilities, ribbon developments and specialised functional
areas. They need not to be “mutually exclusive or spatially discrete” [19] (p.271), since
they occur as a consequence of their intended patronage, and thus may be superimposed.
Nucleated facilities are central to a body of consumers (general accessibility); ribbon
developments rely on through traffic (arterial accessibility) and specialised functional
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areas occupy areas of prestige or, in general, possessing some distinct attribute (special
accessibility). The resulting classification system is not clearly hierarchical.

A post-hierarchical classification is assumed by Brown [20], based on form and
function. Function is divided into general, specialist and ancillary, while form is
separated into cluster (unplanned), cluster (planned), linear and isolated. The lack of an
evident hierarchy is relevant since the imposition of hierarchy had been criticized [22,30],
considering for example that new business models may develop beyond a strict
hierarchical system. Thus, the post-hierarchical classification is designed so it can fit a
wider range of scenarios.

Guy [21] presents a comprehensive analysis of retail classification methods, and the
variables used to classify different centres. Even though no classification is proposed, this
very thorough review is relevant for anyone who wishes to build upon the existing
methods. Several dimensions used in retail classification are synthesized by the author,
such as type of goods sold, store size, store ownership, catchment area, physical form,
development history, development type, function and location. The use of hierarchical
and non-hierarchical methods is also discussed, but ultimately, the author does not
recommend any classification: these should be made from “a compromise between
comprehensiveness and simplicity (...) too many categories make analysis and
interpretation difficult; too few can obscure essential insights.” [21] (p. 263).

After 2000, the unprecedented availability of data, along with technological
advancements, allowed for innovative approaches in identifying centralities and hence,
commercial centres. The goal is not necessarily to contribute to commercial classification,
but the methods and variables that result from these analyses are useful for that purpose.
Thurstain-Goodwin and Unwin [41] propose the use of density surfaces to visualize
morphological and functional dimensions of urban centres (such as the presence of
retail), allowing to relate them more easily. Density surfaces are also used to assess the
multifunctional character of cities, and its diversity, considering land-use and hence the
presence of economic activities [42]. Retail has also been integrated with graph-like
measures of accessibility or space syntax [4,33,43] and related with street integration
using percolation theory [44]. Big data is being progressively used to interpret retail
location [45].

Considering specifically commercial structures, a renewed interest in classification
studies, relying on strong quantitative analysis, namely by implementing different types
of clusters analysis, is demonstrated by several authors. Hence, Araldi and Fusco [35]
propose a “Retail Fabric Assessment” (RFA) in the French Riviera, Carpio-Pineda and
Gutierrez [36] search for a “metropolitan geography of commercial spaces” in Madrid
and Saraiva et al. [46] devise an analysis of “multi-diversity clusters of commercial
activities” in Porto. The variables used to derive the clusters both in the French Riviera
and in Porto are in line with classic retail classification studies, though the analyses take
advantage of innovative methods, such as fractal counting in the former, and kernel
density estimation in the later. In Madrid, the variables are derived from social network
data, in line with the abovementioned research [44,45].

Finally, we are faced with the issue of classifying establishments into different
categories to estimate diversity. Nelson [47] divides goods into search and experience
goods, and while 2 categories are sufficient to compare, for example, online shopping
adoption [48,49], they are not enough to estimate diversity. Jensen [50] reaches 5
categories, matching closely the U.S. Department of Labour Standard Industrial
Classification (SIC) by using an adaptation of Potts’ algorithm. Sevtsuk [51] uses the
three-digit NAICS (North American Industry Classification System) system, which
results into 13 individual categories of establishments. Saraiva et al. [46] use 5 categories,
based on frequency of the purchase and the proximity of the location. The common
ground is the purpose of the research: do we have a reason to separate search from
experience goods? Do we want to create our own classification algorithm? Do we expect
the frequency of the purchase to impact on the cluster composition? The answer to all of
these is no. We want to approach the data with the minimum of preconceived ideas,
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expecting only that density, diversity and clustering will be sufficient to separate
commercial areas that are structurally different. Our approach is hence similar to that of
Sevtsuk [51]: considering the classification used by the Lisbon City Council [52], which is
itself an adaptation of the official Portuguese Classification for Economic Activities
(“CAE”), we group commercial activity in 9 categories, that are similar to the three-digit
NAICS used by the author [51]. This process is explained in the following section.

3. Materials and Methods

3.1. Case Study

The case study is Lisbon, the capital and largest city in Portugal. Lisbon occupies an
area of 100.05 km?2 [53], with a population of 662.572 inhabitants in 1991 and 547.733 in
2011 [54]. It lies strategically on the river Tagus estuary, with its historic districts being
located adjacently to the river which, for centuries, was the main support for goods
transport. Commercial activity has been present at what is now the historical CBD since
the 15t century, when the Portuguese Maritime Exploration gave Lisbon a global
mercantile dimension [55,56]. Lisbon’s geographic location has since made it a desirable
business and services location, ranking high amongst other European cities [57]. As
expected, it presents a rich retail structure, which has been analysed by other authors:
notably, the first classification of the commercial structure, using Berry’s terminology
[18,38], is included in a study of the functional structure of the city by Gaspar [56]. This
work has subsequently been extended and updated [58,59]. Brown’s non-hierarchical
classification has also been applied to Lisbon [60]. Since these analyses have been based
on classic commercial classification methods, they have relied heavily on data and
observation, eventually focusing also on individuals” behaviours towards shopping. The
stronger quantitative component that was found in more recent classification studies
[35,36,46] is, in general, absent. Nevertheless, similar spatial patterns could be found
between the functional analysis of Lisbon in 1994 [58] and the results of our analysis in
1995, which demonstrates, to some extent, that it is relevant to devise a classification that
draws from both perspectives.

3.2. Data and Variables

For the following analyses, we used a geo-referenced database of establishments
containing 14.046 commercial locations (establishments) for 1995, 16.378 locations for
2002 and 16.005 locations for 2010 [37]. For the purpose of the present research, we
grouped commercial establishments (retail, and restaurants, cafes and bars) in 9
categories, based on the Lisbon City Council’s classification [52], which is itself an
adaptation of the Portuguese Classification of Economic Activities (“CAE”). The
categories include occasional and frequently purchased goods, experience and search
goods. The analysis of what may be found in each cluster is made after the cluster
analysis, with the expectation that it, too, will help validate the obtained commercial
structure.

Commercial activity was therefore divided into the following categories: Foodstuffs
(supermarkets, bakeries, groceries and similar establishments); Personal Use Items
(mainly clothing, clothing accessories and shoes); Household Articles (mainly furniture,
home appliances, and home decoration items); Health and Hygiene (essentially
pharmacies and optical shops, perfumes and cosmetics); Leisure items (sporting goods,
bookshops, music stores, etc.); Other items (all other items non included in the remaining
categories); Restaurants and similar establishments; Cafes and similar establishments;
Bars and similar establishments.

Having access to data at point level provides several possibilities for estimating the
variables to be used in the cluster analysis. The Modifiable Areal Unit Problem (MAUP)
[61], though, points to the potential bias that is introduced in a statistical analysis when
using areal units that are larger than the individual observation. The solution would be to
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use individual observations, which is mostly unfeasible: Araldi and Fusco (2019) use
indicators that are based on reporting all data to the commercial establishments (points),
but by using several radii. And the radii, too, imply areal limits. Other authors dealing
with the issue of using very disaggregated information (and specifically, pertaining
commercial location) have found their way around the problem by creating density
surfaces [41,42,44]; Carpio-Pinedo and Gutiérrez [36] (p. 5) used 600m x 600m cells and
consider that “the use of equal cells solves the Modifiable Areal Unit Problem”. All
methods, though, require the definition of thresholds: radii to report data to points, or to
create density surfaces; or the size of the cells. All these are areal limits. The problem is
eventually unsolvable, but the point of Openshaw [61] was primarily for researchers to
address the MAUP. Hence, a preliminary analysis was implemented considering both a
325m-sided square grid with an area of 105.625m2 (which is the average area of a census
block in the Metropolitan Area of Lisbon considering 1991, 2001 and 2011 census blocks)
and a 150m-sided square grid with an area of 22.500m2 (the average area of a block in the
city of Lisbon)). A second approach was devised by using the Point Density Estimation
tool from ArcGIS ArcMap® (which “calculates a magnitude-per-unit area from point
features that fall within a neighbourhood around each cell” [62]) to produce a density
surface considering a 300m radius and the same 150m-sided square grid. Though the
results found using the 325m-sided square grid or the density surface were intuitive and,
to a certain extent, easier to explain (ultimately, it would be simpler to explain the
commercial structure considering data aggregated into parishes than disaggregated into
blocks), the conclusion is that using one of those approaches would result in losing a
great deal of information — which is the advantage of having it at point level. Therefore,
we find that the grid of 22.500m?2 square polygons is the best suited for our analysis, since
it relates commercial points with blocks, which can then be described at the scale of the
city. All information was associated with this grid, after which it became possible to
calculate the density, diversity and clustering indicators.

(@) (b) (0

Figure 1. Total Density of Establishments, 1995, using: (a) a 150m-sided square grid; (b) a 325m-sided square grid; (c) the
Point Density tool of ArcGISPro® considering a 300m radius.

Density is simply the number of points per unit, as presented in Equation 1.

.
LT A

where Di is the density of a cell 7, NRi is the number of commercial establishments
found at that cell, and Aiis the area of the cell. Since all cells have the same area, the
interpretation will be the same considering simply consider DS = NC. This allows for a
straightforward interpretation of density: instead of having (e.g.) 0.022 units/m2, or 22.2
units per 1.000m2, we will have 50 units per block (etc.). Although the initial intention
was to use density of any commercial establishment, we decided to separate commercial

e
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establishments into those located in the high-street and those located in shopping malls,
for a better interpretation of results. This is not different from using a variable such as
area of a commercial lot, or stores-per-building [36] to separate street-level
establishments from shopping malls, and is more straightforward. Density is thus
represented by two variables: DSS and DSM, which are obtained in the same manner
presented in Equation 1, but with DSS representing the density of commercial
establishments at street level (high-street), and DSM representing the density at shopping
malls.

As for Diversity, Batty ef al. (2004) (p. 325) point that the simplest measure of
diversity is “a direct or raw count of the number of activities”, as presented in Equation 2
(here termed DVT, for “diversity-variety of types”).

DVT; = Z b(i, k) @
k

where k represents the different categories of commercial establishments. This
Diversity indicator is the same as the Variety indicator used by Araldi and Fusco [35],
and is equal to 0 where no type of commercial activity exists, and K where all categories
are present. The indicator is intended to provide an immediate “snapshot” of the city in
terms of diversity. What is being admitted is that a block with (e.g.) 9 categories and 9
stores, or a block with 9 categories and 90 stores share a degree of similarity — which is
true, and relevant for a cluster analysis. This indicator alone, though, is insufficient to
characterize diversity. Using the same example, if there are 9 categories and 90 stores, but
in one block each type occupies 10 stores, and on another, one type occupies 82, then this
dimension of (dis)similarity should also be assessed. For this effect, numerous diversity
indicators have been proposed. In a very extensive revision of diversity indices, Jost [63]
(p. 364) concludes that “most nonparametric diversity indices used in the sciences are
monotonic functions of

Yiapf (3)

or limits of such functions as g approaches unity” (in our case, p is the proportion of
each type s at each place i, and S is the total number of categories), while also mentioning
the potential misinterpretations that arise from using overly complex indices to assess
diversity. An example is given with the Shannon-Wiener index, which gives the
uncertainty in the outcome of a sampling process. Though it can be used as a measure of
diversity, the interpretation is not straightforward, and especially not as straightforward
as it may be implied in some analyses. Therefore, we use the simplest indicator that can
be derived from this function: the Simpson index [64], which measures the degree of
concentration of individuals classified in different categories, with the notation being
presented in Equation 4 (here termed DVC, for “diversity-concentration”):

DVCi= X, pf (4)

where p is the proportion of each type k at each place 7, and K is the total number of
categories. This index is usually considered a measure of concentration and equals 1 if
only one type of establishment is present at block-level; values closer to 0 indicate a
competitive use of the available stores by each of the K categories. For Diversity, we don't
distinguish between high-street and shopping mall: what this means is that we consider
that a shopping mall with k categories equally distributed is ultimately not different from
a high-street cluster of similar diversity: it may attract different customers, but not
because of diversity.

For Clustering, we use the concept of spatial lag, calculated as a variable to address
spatial effects [65,66]. The use of clustering is, to some extent, another way of dealing
with the MAUP: in econometric models used to address spatial phenomena, it is often
found that the dependent variable y in place i is affected by the independent variables in
both place i and j. The explanation is that the outcome of y in 7 is not confined to what
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takes place in i. Addressing this issue is especially important when dealing with the
MAUP, since it implicates that the limit of the unit of analysis is interfering with the
results. In our case, a block may be coincident with a commercial cluster; but eventually,
some clusters may include several blocks. Since we want to use a unit of the same size in
the entire city, one way to address this issue is by creating a variable that is simply the
mean value of the density of the adjacent cells. This implies that if two blocks are equal in
density and diversity, but one has a much lower lag value (clustering), then this block is
isolated (or integrated in a less dense structure), while the one with the higher lag value is
integrated into a larger (or denser) structure. This variable will separate them — and the
limit of the unit will be better fitted to the commercial structure. Therefore, clustering
provides structure to the data, while also addressing the MAUP.

Formally, Clustering is obtained in two steps: first, a spatial weights matrix W is
created as considering the weights w defined in 5.

_ {1ifdij <dfori#j

0 otherwise

Wij ®)

where djj is the distance between two cells, and d* is the threshold distance — the
distance at which cell j is considered to be independent of i. If this distance is calculated
in cells, then if d is equal to (e.g.) 1, what is being assumed is that only the adjacent cells
(the “first order neighbours”) will be considered as being part of the same cluster. This
would imply a cluster of 9 blocks using the 150mx150m grid. In order to ensure that even
the largest clusters are addressed, second order neighbours are also considered (another
reason for doing this is that we want our cluster analysis to be balanced, with 2 variables
for each of the three aspects being dealt with; a cluster analysis of different aspects
(density, diversity, clustering) where one is under or overrepresented might bias the
outcome). Therefore, the Clustering variables are obtained according to the notation of
Equation 6.

_ Z]' wijxDensj

CLy (6)
with CL1 being the result of Equation 6 when d=1, and CL: the result when d=2. Only
the density of high-street retail is considered for this variable: if a shopping mall is
clustered with high-street retail, then it will be considered integrated in the general
commercial structure (for simplicity, CL1 and CL2 will be used as the notations of CL:
and CL»).
Table 1 presents the summary of the variables considered in the cluster analysis.

YjDens;

Table 1. Summary of the Variables

Variable Description Mean (SD)

1995 2002 2010

DSS Density of Commercial number of establishments 8,79 8,69 7,87
Establishments - High per block (11,395) (11,524) (10,692)

Street

DSM Density of Commercial number of establishments 1,10 1,62 1,43

Establishments - per block (7,802) (12,102) (10,905)
Shopping Malls

DVT Diversity (Variety) number of categories per 3,99 3,76 3,50
block (2,571) (2,504) (2,410)

DVC Diversity Simpson index 0,45 0,46 0,48
(Concentration) (0,318) (0,314) (0,315)

CL1 Clustering (1st order) average number of 8,33 8,62 7,84
establishments in 1st order (8,618) (9,387) (9,015)

neighboring blocks

CL2 Clustering (2nd order) average number of 7,45 7,63 6,92
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establishments in 2nd order (7,307) (7,739) (7,508)
neighboring blocks

N

1420 1492 1721

Note: The value in parenthesis is the standard deviation. N is the number of cells presenting commercial activity.

3.3. Methodology vou aqui

A straightforward definition of cluster analysis is proposed by Anselin [67]: “the
goal of clustering methods is to achieve compact groups of similar observations that are
separated as much as possible from the other groups”. In other words, and considering
any clustering technique, the purpose will be to maximize intra-cluster similarity and
minimize between-cluster similarity, so that the entities contained in a cluster k are very
homogenous, with the clusters being as heterogeneous as possible between themselves
[67,68].

Xu and Tian [69] present a comprehensive survey of 19 categories of clustering
techniques, from traditional to modern methods. The advantages and disadvantages of
each method are presented and discussed. All modern methods present estimation time
as a disadvantage, as a result of the increasing complexity of the algorithms. Also, being
relatively new, the number of cases in which they have been applied may not be
sufficient to grasp other disadvantages. The main advantage of recent methods is that
they intend to ensure that a global optimal solution is attained, while traditional
methods, such as partitioning and hierarchical methods, may produce only a local
optimum solution. Anselin [67] that proposes that this disadvantage may be minimized
by performing a sensitivity analysis to assess the robustness of the result. Another
advantage of partitioning and hierarchical methods is that they have been extensively
studied, allowing for common mistakes to be avoided and sounder results to be obtained,
even if a global optimum cannot be assured.

For cluster analysis, using either hierarchical or partitioning methods, GeoDa [70]
was considered to be the best software to implement our analysis, since it contains an
extensive set of statistical tools for spatial analysis, as well as a graphic interface for
visualizing maps. Since k-means clustering requires for the number of clusters to be
defined before the algorithm is implemented, hierarchical methods were used in an
exploratory way to set the initial number of seeds. Most of the solutions implied a
structure of 5-6 clusters, and hence, 5-6 seeds to be used in the k-means.

The partitioning algorithm in k-means uses the squared Euclidean distance as the
measure of dissimilarity, with the overall objective of allocating “each observation i to a
cluster /1 out of the k clusters so as to minimize the within-cluster similarity W over all k
clusters” [67], with the notation being presented in Equation 7.

minW = ¥f_1 Yien X jenl|xi — xj“Z @

where xi and xj are p-dimensional vectors representing the p variables that describe
the observations. The allocation process is based on iterative relocation that ensures that
at each step, “the total across clusters of the within-cluster sums of squared errors (from
the respective cluster means) is lowered.” [67]. The algorithm stops when no
improvement is possible. The first set of k cluster centres is obtained “by sampling k
distinct observations (“seeds”) from the full set of n observations” [67]. This sampling can
be random, but in GeoDa, it is also possible to implement a second sampling procedure,
referred to as k-means++. The concept behind k-means++ is squared distance weighting
[71], which is implemented considering random sampling in the first iteration only; after
that, each seed is located farther away from the original seed, “with the aim of providing
better coverage of the sample” [67]. In both procedures, it is also possible to specify the
number of rounds that take place before that first iteration. Thus, and for a sensitivity
analysis, both sampling procedures, and different numbers of initial rounds, were
implemented and compared. The ratio of between sum of squares to total sum of squares
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(BSS/TSS) can also be compared for guidance, but if the structure is “stable” (small or no
changes in cluster members), it can be assumed that the final solution has been attained
[67].

Finally, and since the objective function is sensitive to the scale of the variables, all
variables are standardized (z-standardization); to simplify interpretation, the variables
will be presented in their original scale in the output tables.

4. Discussion

The cluster analysis was performed firstly on the 1995 dataset, using k-means with 5
and 6 seeds. The latter provided a more intuitive description of the commercial structure
of Lisbon, considering previous studies [56,58] and retail classification theory, in general.
Thus, we find that those 6 clusters correspond to 1) the CBD, or cells (blocks) presenting
the same characteristics; 2) the “Expansion area of the centre” (a term used by Cachinho
in 1994 [58] to describe a functional area that roughly corresponds to cluster 2 in 1995; it
should be noted that naming this area “expansion area” is more evident if we consider
that Lisbon is the centre of a metropolitan area, to which the CBD and its “expansion
area” are central), which contains both nucleated and ribbon structures, superimposed or
not, but equal in density, diversity and clustering; and 3) “Local Store Clusters” and 4)
“Isolated Stores”, not dissimilar from the ones of Proudfoot [17], and thus catering for
local customers. Clusters 5 and 6 correspond to “new” business models: cells classified as
5 present commercial activity in shopping malls (DSM), but are integrated in the urban
fabric; they are, to some extent, different miniatures of the centre, relying on a different
business model — and thus termed “Integrated Shopping Malls”. Cluster 6 contains just
one observation, corresponding to the largest shopping mall in Lisbon in 1995, with more
than 200 stores, and close to a motorway interchange. Cluster 6 is representative of a
period described by Fernandes and Chamusca [8] as the “retail revolution
post-modernity”, characterized by the emergence of new retail concepts (namely
shopping malls and big box retail), with a focus on car oriented accessibility, from which
a centre-periphery competition started to emerge. This “revolution” started as early as
1969 in France, reaching Portugal in 1985, precisely with the opening of the shopping
mall found in cluster 6 (“Amoreiras Shopping Center”). Cluster 6 thus corresponds to
“Large Shopping Malls”.

These conclusions are supported by the data presented in Table 2. The number of
categories (DVT) is higher at the CBD, at Integrated Shopping Malls and at Large
Shopping Malls. The density of high-street commercial activity (DSS) is similar in the
Expansion Area of the centre and in the Integrated Shopping Malls, supporting the
assertion that the latter structures are integrated in the urban fabric, revealing a
relationship which is not necessarily “predatory” towards the high-street.

Expected validation comes also from analysing the original dataset. Table 3 presents
the mean number of stores in each cluster cell for each of the 9 categories of commercial
activity. The results support the proposed classification: in 1995, the mean number of
Foodstuffs in the CBD equals 4.62, while in the Expansion Area of the centre this number
is 2.56, and in the Local Store Clusters is 1.35. In comparison, Personal Use Items is 15.94
in the CBD, 2.59 in the Expansion Area and 0.55 in Local Store Clusters. Comparison
goods tend to cluster, while daily purchase goods do not need to [4,17,46]. Local Store
Clusters, which present an average of 3.67 categories (DVT), are essentially composed of
daily purchased goods: Foodstuffs, Restaurants, Others and Cafes, as could be expected,
and confirmed by anecdotal evidence. These 4 categories also present the highest mean
values in the cells classified as Isolated Stores; the results of the cluster analysis are
robust, even when using a classification that did not specifically consider purchase
frequency. As for the new business models, the mean values are similar for most
categories on the CBD and on the Integrated Shopping Malls, except notably for
Restaurants, which present a lower mean value in the latter, since the Integrated
Shopping Malls did not rely, in general, on large food courts. As for the Large Shopping
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Malls, the density of stores presented is much higher than that of the Integrated
Shopping Malls, and even of the CBD, especially considering Personal Use Items and
Leisure Items.

Finally, a sensitivity analysis was performed. The process was initiated considering
both k-means++ (the default in GeoDa) and a random sampling procedure, and 150
(default) and 1000 initial rounds. The ratio of between to total sum of squares did not
change significantly, nor did the cluster members. The commercial structure of Lisbon in
1995, presented in Figure 2, is thus derived from the default k-means++ initiation, with
150 rounds.

Cluster Classification

- 1- CBD (or similar)

- 2 - Expansion Area of the centre
Ij 3 - Local Store Clusters

D 4 - Isolated Stores

- 5 - Integrated Shopping Malls

/Cg,/fu‘ji‘ - 6 - Large Shopping Malls
(200+ stores)

0 075 15 3 Kilometers

Figure 2. Cluster Classification — 1995.

The results for 2002 are similar to those of 1995. A better interpretation comes
eventually from noticing the changes in the number of cells in each cluster (Table 2). The
CBD decreased from 32 to 28 cells, and the Large Shopping Malls increased by 2 cells. A
straightforward interpretation is that, in this period, these shopping malls competed
directly with the CBD. Only the core (historic) CBD resisted, along with the densest, most
diverse, and most central blocks of the remaining centres. But apart from the CBD, only
the Integrated Shopping Malls decreased in number of cells (from 21 in 1995 to 15 in
2002), and the densities of both high-street (DSS) and establishments in shopping malls
(DSM) increased, in general. This was therefore a period when commercial activity was
growing, due partly to the expansion of the city north and northwest; but the Large
Shopping Malls had started to strongly compete with the CBD, thus threatening city
centre vitality. This would lead to tightening measures in urban retail policy in the 1990’s:
with the decline of independent retail in the city centres, the pro-developer attitude that
had been adopted in the previous decades had to be replaced by a pro-town centre
attitude by the local government [8]. In Portugal, this resulted in the implementation of
Special Projects of Commercial Urbanism to engage retailers, retailers’ trade associations
and municipalities in promoting high-street retail [7]. In Lisbon, approximately 14
million euros were made available for the modernization of stores, public space
interventions and promotional actions (among other more specific goals) between 1998
and 2007 [7]. The number of participants, though, is insufficient to establish any direct
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correlation with the changes that are visible in our analysis (190 establishments, located
in different areas of the city [7]).

As for cluster composition, the diversity remained essentially the same (DVT), but
the activity became more concentrated (DVC). The mean number of Foodstuffs
decreased, but most of the other categories increased, especially Personal Use Items and
Restaurants. The former increased so much that it became more likely to find a clothing
store than a cafe, even at a Local Store Cluster; and the latter presented the highest mean
value within the Isolated Stores, surpassing even Foodstuffs. Shopping (not for daily
necessities, but eventually as a leisure activity) and eating out became so common that an
isolated restaurant could still expect to find clients, and so could a clothing store located
on a local store cluster. This can be attributed to a change in consumers’ habits and the
growing symbolism of shopping: from acquiring a good, to performing the act of
shopping [36,72].

Here, too, a sensitivity analysis was performed with no significant changes to the
structure. The final solution results from a k-means++ initiation, with 150 rounds, and is
presented in Figure 3.

Cluster Classification

- 1 - CBD (or similar)

- 2 - Expansion Area of the centre
|:| 3 - Local Store Clusters

|:‘ 4 - Isolated Stores

- 5 - Integrated Shopping Malls

,gﬁ»‘})j‘s - 6 - Large Shopping Malls
(200+ stores)

0 075 1.5 3 Kilometers.

Figure 3. Cluster Classification — 2002.

For 2010, a 6-cluster structure did not emerge from the data. The resulting structure
could not be related with the ones of 1995 and 2002. But a structure with 5 clusters was
found to be related with those. The explanation is that between 2002 and 2010, the
Integrated Shopping Malls became indistinguishable from the Expansion Area of the
centre and the Local Store Clusters: with the closing of older shopping malls (pre-90’s),
the remaining shopping malls became too similar to those clusters to be separated into a
different structure. The Expansion Area of the centre and the Local Store Clusters thus
present a higher mean value for the density of stores in shopping malls (DSM) in 2010
when compared to 2002. The Local Store Clusters increased, pertaining number of cells,
and so did the Isolated Stores, due to further urban expansion and consolidation of the
city north and northwest. The CBD also increased (from 28 to 32 cells) but became less
dense (DSS) and less diverse (more monofunctional) (DVS) in 2010. Looking at Table 3,
most of the categories in the CBD decreased pertaining mean number of units. The
exception is found in restaurants, cafes and bars, all of which increased in the CBD when
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compared to 2002. This had been noted already in 2001 [59]: the CBD was shifting north
up the main avenues leading to it. A large part of businesses and services had left the
CBD during the 1990’s. Residents had started leaving it even before. The town center
revival measures were clearly insufficient to address these issues, in Lisbon as in
different other countries [10,11]. The combination of empty houses with the displacement
of businesses and services, and the concentration of restaurants and bars, would make
these areas fertile ground for the substitution of residents by tourists on the following
decade: in Lisbon, as in Barcelona and New Orleans [73].

After a sensitivity analysis, we arrive at the result presented in Figure 3. The
Integrated Shopping Malls were removed and hence, the clusters are numbered from 1 to
4, and then 6, to allow for a coherent comparison between all information being
presented.

Cluster Classification

- 1 - CBD (or similar)

- 2 - Expansion Area of the centre
|:| 3 - Local Store Clusters

4 - Isolated Stores

/L,g,/wji - 6 - Large Shopping Malls
(200+ stores)

Figure 3. Cluster Classification — 2010.

The 2010 structure is not dissimilar from the one arrived at by Alho and de Abreu
Silva [74] considering the Logistics Profiles concept [75]. The “CBD and the Expansion
Area of the centre are related with the “CBD/Business centres/Large commercial” found
by the authors, with an overlap of the Expansion Area of the centre and the Local Store
Clusters with some of the “Residential areas with local trade”. Considering that for 1995,
a relationship could be established with the 1994 analysis of Cachinho [58], and though
assuming the differences that are related with the scale of disaggregation and the
purpose of each specific research project, the present analysis is, to some extent, validated
by previous research. Thus, and considering our specific research purpose, we find that
the method and the minimal set of variables are appropriate for commercial
classification, since they allow to describe commercial structures in detail and in different
periods in time. This suggests that the classification will be appropriate to describe also
different spaces, which would allow for its generalization to other cities.
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Table 2. Commercial Variables in 1995, 2002 and 2010 -Mean Value considering Cluster Membership

Clust 1-CBD 2 - Expansion Area of the 3 - Local Store Clusters 4 - Isolated Stores 5 — Integrated 6 — Large Shopping Malls
er centre Shopping Malls

Year 1995 2002 2010 1995 2002 2010 1995 2002 2010 1995 2002 2010 1995 2002 1995 2002 2010

DSS 5321 5914 5716 1575 1625 1522 557 5,59 5,32 1,21 1,22 1,20 11,19 733 6,00 0,33 0,67
(24,030 (28,341 (22,636 (9,651) (9,910) (9,715) (3,975) (3,936) (3,868) (0,830) (0,816) (0,804) (13,578 (11,998 0,577)  (1,155)
) ) ) ) )

DSM 1,35 3,29 5,38 0,67 1,05 2,14 0,33 0,54 0,77 0,09 0,08 0,09 37,00 53,93 227,00 223,67 218,00

(3,773)  (8210) (16070 (2,357) (3,634) (8,252) (1,597) (2336) (3,895) (0,536) (0,509) (0,416) (12,377 (17,698 (77,261 (73,980
) ) ) ) )

DVT 826 7,96 8,00 6,23 6,11 5,76 3,67 3,51 3,38 1,03 0,97 0,94 7,95 3,20 8,00 0,33 0,67
(0,751) (0,793) (0,842) (1,937) (2,030) (2,166) (1,695) (L667) (L621) (0,172) (0,224) (0,250) (0,498) (2,731) 0,577)  (1,155)

DVS 0,20 0,21 0,22 0,23 0,22 0,23 0,34 0,35 0,36 0,99 0,99 1,00 0,20 0,21 0,20 0,23 0,25
0,045)  (0,047) (0,056) (0,101) (0,094) (0,107) (0,135) (0,134) (0,129) (0,056)  (0,041) (0,025 (0,031)  (0,027) (0,021)  (0,003)

CL1 3959 4627 4505 1486 1584 1576 4,97 4,99 4,47 3,00 3,51 3,11 9,90 1,74 37 3,83 5,71
(14,393 (17,003 (14,005 (6494) (7,818) (7,791) (3,703) (3,827) (3259) (3486) (4127) (4,024) (7434) (10,661 (1,688)  (1,041)
) ) ) )

CL2 2581 3155 3067 1343 1354 1385 448 4,59 4,06 3,51 424 3,29 7,67 7,84 7,88 3,25 3,60
(11,800 (12,410 (12,687 (6493) (7,170) (7,079) (4,096) (4254) (3586) (4,199) (5208) (4,126) (5043) (5,390) 4,732)  (3,737)
) ) )

N 34 28 32 418 430 449 618 680 824 328 336 413 21 15 1 3 3

Note: The value in parenthesis is the standard deviation.

N N ok W N
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Table 3. Commercial Establishments in 1995, 2002 and 2010 - Mean Number of Units considering Cluster Membership 8
Cluster 1-CBD 2 — Expansion Area of the 3 — Local Store Clusters 4 - Isolated Stores 5 — Integrated 6 — Large Shopping
centre Shopping Malls Malls

Year 1995 2002 2010 1995 2002 2010 1995 2002 2010 1995 2002 2010 1995 2002 1995 2002 2010
Foodstuffs 4,62 3,79 4,00 2,56 2,43 1,91 1,35 1,27 0,94 0,35 0,26 0,21 3,43 3,07 8,00 5,67 6,67

(3,601) (2,936) (2,874) (2408) (2,432) (1,975) (1,485) (1,426) (1,213) (0,767) (0,693) (0,515) (2,271) (2,219) (3,055)  (3,055)
Personal 15,94 18,96 18,19 2,59 2,76 2,85 0,55 0,53 0,50 0,02 0,03 0,01 16,05 21,47 820 89,67 96,33
Use (11,714 (13,956 (12,923 (3,215) (3,551) (4,276) (0,966) (1,027) (1,391) (0,173) (0,312) (0,120) (6,344) (7,818) 0 (25,541) (32,316)

) ) )
Household 538 5,43 3,91 1,74 1,91 1,47 0,44 0,45 0,44 0,07 0,07 0,05 5,19 593 300 2667 1633
(3,782) (4,086) (3392) (1,881) (2,103) (1,800) (0,856) (0,820) (0,872) (0,261) (0,253) (0,265) (2,732) (1,831) 0  (12,220) (7,767)
Healthand 2,50 3,07 3,16 0,72 0,78 0,85 0,21 0,20 0,26 0,03 0,03 0,02 2,67 280 600 9,67 11,67

Hygiene (2,874)  (3,208) (2,665 (0,866) (0,932) (1,110) (0,459) (0,458) (0,581) (0,172) (0,162) (0,146) (1,494) (1,971) 2,887)  (1,155)
Leisure 6,00 7,61 6,63 1,74 1,87 1,84 0,59 0,61 0,64 0,11 0,10 0,08 7,76 9,80 390 2500 19,67

(4.000) (5412) (4,164) (1,600) (1,677) (1,696) (0,950) (0,986) (1,058) (0,473) (0,432) (0,414) (4,024) (4539) 0  (12490) (8,327)
Other 7,47 8,57 9,72 2,56 2,62 2,67 0,91 0,96 0,87 0,26 0,29 0,20 6,19 740 290 2567 2500

4,794) (5131) (7,574) (2,236) (2430) (2498) (1,154) (1,225) (1,192) (0,608) (0,601) (0,559) (3,737) (7,395 0  (12,342) (10,583)

Restaurants 812 10,11 1094 261 2,84 3,42 0,94 1,06 1,25 0,27 0,33 0,47 3,52 633 280 27,67 2967
(5431)  (6238) (7,611) (2,404) (2,601) (3,157) (1,228) (1,232) (1,567) (0,674) (0721) (0,852) (1,990) (4701) O  (4509)  (5,686)

Cafes 3,18 3,82 4,19 1,50 1,70 2,00 0,72 0,86 1,08 0,16 0,17 0,24 3,14 420 11,0 1367 1333
(1,977) (2212) (2,608) (1,266) (1,348) (1,590) (0,887) (0,975) (1,102) (0,395) (0,426) (0,524) (L,526) (2,908) O  (6429)  (6,028)

Bars 1,35 1,07 1,81 0,42 0,39 0,33 0,21 0,18 0,11 0,04 0,02 0,00 0,24 027 000 033 0,00
(1,276) (1,538) (4,231) (0,921) (0,898) (0,895) (0,447) (0432) (0,451) (0,202) (0,153) (0,070) (0,700) (0,799 0,577)  (0,000)

Note: The value in parenthesis is the standard deviation. 9
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5. Conclusions

This paper sets at contributing to the classification of retail structures, considering a
bottom-up approach, in line with recent research [35,36,46] on which cluster analysis was
used to derive commercial classification. Cluster analysis presents the advantage of
consistency: once the variables are determined, the process can be generalized, allowing
for systematic comparisons. We find also that implementing a method that can be
accepted by researchers coming from different backgrounds will help stimulate
communication between different fields of research. This is achieved by devising an
analysis rooted in social analyses of functional structures [17-19], while using variables
that are based on classic concepts of spatial economy: density, diversity and clustering
[22,26,76]. Using a minimal set of variables makes also for a parsimonious model and
allows for the process to be reproduced with relative ease. This is seen as a strength of the
proposed classification since it allows for researchers to adapt it to specific research
purposes. In the present case, we compare already 3 different time periods, with the
results finding direct relation, to some extent, with previous research on different
subjects [58,74]. Considering this, we find that the proposed classification may eventually
be generalized to other cities, and eventually adapted for other specific purposes. That
the set of variables is parsimonious, simple and transparent will help to explain the
results to policymakers and the public in general, which is essential for gaining their trust
[77]. Hence, the classification has also the potential to be adopted by public sector
practitioners, enabling the collection of empirical evidence by different entities, which
could be used to improve the proposed methodology.

From the implementation of the proposed classification, it was possible to obtain
and compare the commercial structure of Lisbon in 1995, 2002 and 2010. The results
provided validation to the classification, not only from the relation with previous
research [58,74] but also from the conclusions, that are supported by literature. The first
conclusion is that a hierarchical structure is still present and, to some extent, according to
CPT. Although shopping malls have been competing with the CBD for decades
(especially after 1985, in Lisbon), it is reasonable to admit that the CPT-like structure will
still be around for some time, as is confirmed by the work of other researchers [4,36,78].
What apparently changes is the cluster composition. Already in 2010, the CBD was
presenting some specialization in commercial activities that can easily be related with
tourism: restaurants, cafes and bars. This has since turned into a gentrification problem,
as has happened in other cities [73,79] and shows the importance of a timely analysis in
guiding policymaking. A second conclusion is that some shopping malls can eventually
be integrated in the commercial structure of a city without displaying a predatory
behaviour towards the high-street. This will need to be further explored. It is possible, for
example, that the consumers take advantage of the food courts and parking facilities of
the shopping malls, while at the same time shopping at the neighbouring commercial
districts. This is relevant for policymaking, since it would imply that the possibility of
parking a car has a positive effect on commercial patronage, which is not restricted to
shopping malls, but also to the commercial districts where they are located. Hence, the
implementation of car parking restrictions should eventually consider the result of this
analysis: while it is necessary to limit car access to cities’ centres, this may impact the
high-street on a negative way. Other conclusions come from analysing the changes on
commercial composition in different clusters. For example, a decreasing number of
foodstuffs in local store clusters may lead to an increase in frequent shopping trips that
cannot be made on foot. Finally, a decrease in diversity in any cluster will ultimately lead
to a decrease in urbanity, considering what we came to expect from living in a city, being
that social interaction, access to goods and services, or the feeling of belonging to a place.

As for the potential for modelling, using a minimal set of variables that excludes
both specific characteristics of commercial activity (size of stores, development history,
development type, etc.) and common explanatory variables in location models (market
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area characteristics, accessibility, etc.) is advantageous, since it allows for the
classification itself (cluster membership) to be used in modelling. With cluster
membership being independent from most explanatory variables (which solves potential
issues of collinearity), while the clustering variables address the issue of spatial lag, the
classification has the potential to be used as a dependent variable in location models
aiming to explain the factors driving its changes, or as in independent variable in location
models aiming to explain changes in commercial location.
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