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Abstract

In quantum many-body systems, a Hamiltonian is called an “extensive entropy
generator” if starting from a random product state the entanglement entropy obeys a
volume law at long times with overwhelming probability. We prove that (i) any Hamil-
tonian whose spectrum has non-degenerate gaps is an extensive entropy generator; (ii)
in the space of (geometrically) local Hamiltonians, the non-degenerate gap condition is
satisfied almost everywhere. Specializing to many-body localized systems, these results
imply the observation stated in the title of Bardarson et al. [PRL 109, 017202 (2012)].1

1 Introduction

Entropy is a fundamental concept in thermodynamics and statistical mechanics. In textbooks
and introductory courses, we learned that entropy is an extensive quantity:

Initializing a system in a low entropy state, generically (although not always) the
entropy will grow with time and eventually become proportional to the system
size.

The main contribution of this paper is to provide a mathematical characterization of this
statement in quantum many-body systems. Our rigorous results not only show how extensive
entropy emerges from the unitary evolution under a (geometrically) local Hamiltonian, but
also demonstrate the genericness of extensive entropy.

Suppose an isolated quantum spin system is initialized in a pure state. Under unitary
evolution the system stays in a pure state and hence its entropy is always zero. To observe

∗yichuang@mit.edu
†Work from home in Commerce Township, Michigan 48390, USA, where winter is cold and snowy.
1I first met my doctoral advisor Joel E. Moore in December 2011, when he was working with his group

members on the project [4]. More than nine years later, I was very fortunate to find a proof of the observation
stated in the title of Ref. [4]. This reminds me of the sunny summer and rainy (not snowy) winter in Berkeley.
I am very grateful to Joel for his guidance and support since we first met.
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non-trivial entropy dynamics, we divide the system into two parts A and B. Assume without
loss of generality that subsystem A is smaller than or equal to half the system size. We view
B as a bath of A and consider the entropy of A. This entropy is called entanglement entropy,
and extensive subsystem entropy is also known as a volume law for entanglement. The most
general unentangled state with zero entropy for all subsystems is a random product state,
where each spin is chosen independently and uniformly at random on the Bloch sphere.

Our main result is the following. A Hamiltonian is called an “extensive entropy generator”
if starting from a random product state the entanglement entropy obeys a volume law at long
times with overwhelming probability. We prove that (i) any Hamiltonian whose spectrum has
non-degenerate gaps is an extensive entropy generator; (ii) in the space of Hamiltonians with
short-range interactions, the non-degenerate gap condition is satisfied almost everywhere.

As a byproduct, we solve a mathematical problem in many-body localization. It is well
known that in one-dimensional Anderson localized systems, starting from a random product
state the entanglement entropy remains bounded at all times [1]. However, upon adding a
generic local perturbation the system becomes many-body localized (MBL), and unbounded
growth of entanglement was observed numerically [20, 4, 12] and then explained heuristically
[18, 15, 8]. We prove this observation.

2 Preliminaries

Throughout this paper, standard asymptotic notations are used extensively. Let f, g : R+ →
R+ be two functions. One writes f(x) = O(g(x)) if and only if there exist constantsM,x0 > 0
such that f(x) ≤ Mg(x) for all x > x0; f(x) = Ω(g(x)) if and only if there exist constants
M,x0 > 0 such that f(x) ≥Mg(x) for all x > x0.

Definition 1 (entanglement entropy). The entanglement entropy of a bipartite pure state
ρAB is defined as the von Neumann entropy

S(ρA) := − tr(ρA ln ρA) (1)

of the reduced density matrix ρA = trB ρAB.

Consider a system of N spins or qud its with local dimension d so that the dimension of
the total Hilbert space is dN .

Definition 2 (Haar-random product state). Let |Ψ〉 =
⊗N

j=1 |Ψj〉 be a Haar-random product
state, where each |Ψj〉 is chosen independently and uniformly at random with respect to the
Haar measure.

Definition 3 (non-degenerate spectrum). The spectrum of a Hamiltonian is non-degenerate
if all eigenvalues are distinct.

Definition 4 (non-degenerate gaps). The spectrum {Ej} of a Hamiltonian has non-degenerate
gaps if the differences {Ej − Ek}j 6=k are all distinct, i.e., for any j 6= k,

Ej − Ek = Ej′ − Ek′ =⇒ (j = j′) and (k = k′). (2)

By definition, the non-degenerate gap condition implies that the spectrum is non-degenerate.
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3 Results

Letm,n be positive integers such thatmn is a multiple of the system sizeN . LetA1, A2, . . . , Am
be m possibly overlapping subsystems, each of which consists of exactly n ≤ N/2 spins. Sup-
pose that each spin in the system is in exactly mn/N out of these m subsystems. For each
j, let Āj be the complement of Aj so that Aj ⊗ Āj defines a bipartition of the system.

Theorem 1. Initialize the system in a Haar-random product state |Ψ〉 (Definition 2). Let

ρAj
(t) := trĀj

ρ(t), ρ(t) := e−iHt|Ψ〉〈Ψ|eiHt (3)

be the reduced density matrix of subsystem Aj at time t. We consider the scenario that

n ≤
(1− ε)N ln d+1

2

2 ln d
, (4)

where ε > 0 is an arbitrarily small constant. For any Hamiltonian H whose spectrum has
non-degenerate gaps (Definition 4),

Pr
Ψ

(
Pr
t∈R

(
1

m

m∑
j=1

S
(
ρAj

(t)
)
≥ (1− ε)n

d∑
k=2

1

k

)
= 1− e−Ω(N)

)
= 1− e−Ω(N). (5)

There is no underlying lattice structure in the statement of Theorem 1. From now on we
focus on quantum lattice systems, which are of particular interest. Without loss of generality,
we consider a chain of N spins. It is straightforward to extend Corollary 1 below to higher
spatial dimensions.

Let A be a contiguous region of n spins, and Ā be the rest of the system. Let E|A|=n denote
averaging over all contiguous subsystems of size n. With periodic boundary conditions, there
are N such subsystems.

Corollary 1. Initialize the system in a Haar-random product state |Ψ〉. Let

ρA(t) := trĀ ρ(t), ρ(t) := e−iHt|Ψ〉〈Ψ|eiHt (6)

be the reduced density matrix of subsystem A at time t. We consider the scenario that

(1− ε)N ln d+1
2

2 ln d
< n ≤ N/2, (7)

where ε > 0 is an arbitrarily small constant. For any (not necessarily local) Hamiltonian H
whose spectrum has non-degenerate gaps,

Pr
Ψ

(
Pr
t∈R

(
E
|A|=n

S
(
ρA(t)

)
≥
(

1

2
− ε
)
N ln d+1

2

ln d

d∑
k=2

1

k

)
= 1− e−Ω(N)

)
= 1− e−Ω(N). (8)

Proof. The weak monotonicity [10] of the von Neumann entropy implies that

E
|A|=n

S
(
ρA(t)

)
≤ E
|A|=n+1

S
(
ρA(t)

)
(9)

for any n < N/2. Corollary 1 follows from this inequality and Theorem 1.
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To demonstrate the genericness of non-degenerate gaps, we define ensembles of Hamil-
tonians with nearest-neighbor interactions in a chain of N spin-1/2’s or qubits (d = 2). We
prove that in each ensemble, the set of Hamiltonians whose spectrum has degenerate gaps is
of measure zero (Theorem 2). Similar results can be proved in a similar way for other types
of systems including qudit systems with short-range interactions in higher spatial dimensions
or even with non-local interactions (Appendix C).

The non-degenerate gap condition (2) was assumed in many previous works [13, 11, 16,
17, 14, 6, 19] on the equilibration of quantum systems. Both Theorem 1 and the results of
these works apply to almost every Hamiltonian in each ensemble we define.

Let

σ̂xj =

(
0 1
1 0

)
, σ̂yj =

(
0 −i
i 0

)
, σ̂zj =

(
1 0
0 −1

)
(10)

be the Pauli matrices for the spin-1/2 at position j, and

J := (Jk|k∈{x,y,z}, Jkl|k,l∈{x,y,z}) = (Jx, Jy, Jz, Jxx, Jxy, Jxz, Jyx, Jyy, Jyz, Jzx, Jzy, Jzz), (11)

α := (αkj |
k∈{x,y,z}
1≤j≤N , αklj |

k,l∈{x,y,z}
1≤j≤N−1 ), R := (0, 1]× [0, 1]× (0, 1]× [0, 1]×8 × (0, 1] ⊂ R12. (12)

Each particular J defines an ensemble of Hamiltonians

HJ := {HJ(α) : α ∈ [−1, 1]×(12N−9)}, (13)

HJ(α) :=
N∑
j=1

∑
k∈{x,y,z}

Jkα
k
j σ̂

k
j +

N−1∑
j=1

∑
k,l∈{x,y,z}

Jklα
kl
j σ̂

k
j σ̂

l
j+1. (14)

Note that J ∈ R implies Jx, Jz, Jzz > 0. This rules out the possibility that HJ is an ensemble
of free-fermion Hamiltonians.

Theorem 2. For any J ∈ R, the set of all α such that the spectrum of HJ(α) has degenerate
gaps is of measure zero.

It is an open problem to prove an analogue of this theorem for translationally invariant
systems. Progress in this direction was made in Ref. [7].

4 Many-body localization

HJ is MBL for some J ∈ R. In particular, HJ reduces to the Imbrie model [9] when

J = (λ, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1) (15)

with small λ > 0.
Other models of MBL can be considered. For example, let

h := (hx, hz, hzz), γ := (γkj |
k∈{x,z}
1≤j≤N , γ

zz
j |1≤j≤N−1). (16)

Each particular h defines an ensemble of Hamiltonians

HXXZ
h := {HXXZ

h (γ) : γ ∈ [−1, 1]×(3N−1)}, (17)

HXXZ
h (γ) =

N∑
j=1

(hxγ
x
j σ̂

x
j + hzγ

z
j σ̂

z
j ) +

N−1∑
j=1

(σ̂xj σ̂
x
j+1 + σ̂yj σ̂

y
j+1 + hzzγ

zz
j σ̂

z
j σ̂

z
j+1). (18)

Note that HXXZ
h is a perturbed random-field XX chain if hx, hzz > 0 are small.
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Corollary 2. For any h ∈ (0,+∞)×3, the set of all γ such that the spectrum of HXXZ
h (γ)

has degenerate gaps is of measure zero.

The result stated in the last paragraph of the introduction follows by combining Theorem
1 and Corollary 2.

Finally, we prove that the volume-law coefficient in Eq. (5) is tight in a particular MBL
system. Consider a chain of N qudits labeled by 1, 2, . . . , N . Let Ŝzj be the z component of
the spin operator at position j. Let (h1, h2, . . . , hN) ∈ RN be such that the spectrum of

H loc :=
N∑
j=1

hjŜ
z
j (19)

is non-degenerate. Let Hmbl := H loc + ∆H, where ∆H is an infinitesimal random local per-
turbation. Appendix C.3 proves that the spectrum of Hmbl almost surely has non-degenerate
gaps. Let A ⊂ {1, 2, . . . , N} so that A t Ā defines a bipartition of the system.

Theorem 3. Initialize the system in a Haar-random product state |Ψ〉. Let

ρA(t) := trĀ ρ(t), ρ(t) := e−iH
mblt|Ψ〉〈Ψ|eiHmblt (20)

be the reduced density matrix of subsystem A at time t. For any A,

E
Ψ

lim
τ→+∞

1

τ

∫ τ

0

S
(
ρA(t)

)
dt ≤ |A|

d∑
k=2

1

k
. (21)
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A Proof of Theorem 1

Lemma 1. Let |0〉 be a particular state in Cd. For a Haar-random state |Ψ′〉,

Mα := E
Ψ′

∣∣〈0|Ψ′〉∣∣2α =
d−1∏
j=1

j

j + α
. (22)

Proof. Calculating a tedious multivariable integral, the probability density function of the
random variable X := |〈0|Ψ′〉|2 is

f(x) = (d− 1)(1− x)d−2, x ∈ [0, 1]. (23)

Therefore,

Mα =

∫ 1

0

xαf(x) dx =
d−1∏
j=1

j

j + α
. (24)
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Lemma 2. Let |φ〉 be an arbitrary state in (Cd)⊗N . For a Haar-random product state |Ψ〉
(Definition 2) and any α ≥ 1,

E
Ψ

∣∣〈φ|Ψ〉∣∣2α ≤MN
α . (25)

Proof. Let A⊗ Ā be a bipartition of the system, where subsystem A consists of a single spin.
Let {|j〉A}d−1

j=0 be the computational basis of subsystem A so that

|φ〉 =
d−1∑
j=0

cj|j〉A ⊗ |φj〉Ā,
d−1∑
j=0

|cj|2 = 1. (26)

Let |Ψ〉 = |ΨA〉⊗|ΨĀ〉, where |ΨA〉 is a Haar-random state in Cd and |ΨĀ〉 is a Haar-random
product state in (Cd)⊗(N−1). It is easy to see that for any fixed |ΨĀ〉,

E
ΨA

∣∣〈φ|Ψ〉∣∣2α = Mα

(
d−1∑
j=0

|cj|2
∣∣〈φj|ΨĀ〉

∣∣2)α

≤Mα

d−1∑
j=0

|cj|2
∣∣〈φj|ΨĀ〉

∣∣2α. (27)

Hence,

E
Ψ

∣∣〈φ|Ψ〉∣∣2α = E
ΨĀ

E
ΨA

∣∣〈φ|Ψ〉∣∣2α ≤Mα

d−1∑
j=0

|cj|2 E
ΨĀ

∣∣〈φj|ΨĀ〉
∣∣2α ≤Mα max

φ′
E
ΨĀ

∣∣〈φ′|ΨĀ〉
∣∣2α, (28)

where |φ′〉 is a state in (Cd)⊗(N−1). We obtain (25) by iteratively applying (28).

Lemma 3. Let {|b1〉, |b2〉, . . . , |bdN 〉} be an arbitrary orthonormal basis of the Hilbert space
(Cd)⊗N . For a Haar-random product state |Ψ〉 and any α ≥ 1,

E
Ψ

dN∑
j=1

∣∣〈bj|Ψ〉∣∣2α ≤ (Mαd)N . (29)

Furthermore, for an arbitrarily small constant ε > 0,

Pr
Ψ

 dN∑
j=1

∣∣〈bj|Ψ〉∣∣2α ≤ (Mαd)(1−ε)N

 = 1− e−Ω(N). (30)

Proof. The probabilistic bound (30) follows from Markov’s inequality.

For α = 2, Lemma 3 reduces to Lemma 5 in Ref. [7].
Let {|j〉}dNj=1 be a complete set of eigenstates of H. Assuming that the spectrum of H is

non-degenerate, the energy basis {|j〉} is unambiguously defined. The effective dimension of
a state |ψ〉 is defined as

1/Deff
ψ =

dN∑
j=1

∣∣〈j|ψ〉∣∣4. (31)
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Lemma 4. Initialize the system in a pure state |ψ〉. Let

σ := lim
τ→+∞

1

τ

∫ τ

0

ρ(t) dt, ρ(t) := e−iHt|ψ〉〈ψ|eiHt (32)

be the infinite time average and σAj
:= trĀj

σ be the reduced density matrix of subsystem Aj.
For any Hamiltonian H with non-degenerate spectrum and any α > 1,

1

m

m∑
j=1

S(σAj
) ≥ n

N(1− α)
ln

dN∑
j=1

∣∣〈j|ψ〉∣∣2α. (33)

Proof. Expanding |ψ〉 in the energy basis, it is easy to see that

σ =
dN∑
j=1

pj|j〉〈j|, pj :=
∣∣〈j|ψ〉∣∣2 (34)

is the so-called diagonal ensemble. Using the strong subadditivity [10] of the von Neumann
entropy and the monotonicity of the Rényi entropy,

1

m

m∑
j=1

S(σAj
) ≥ n

N
S(σ) = − n

N

dN∑
j=1

pj ln pj ≥
n

N(1− α)
ln

dN∑
j=1

pαj , ∀α > 1. (35)

Let ‖X‖1 := tr
√
X†X denote the trace norm.

Lemma 5 ([11, 16]). Using the notation of Lemma 4, for any Hamiltonian H whose spectrum
has non-degenerate gaps,

lim
τ→+∞

1

τ

∫ τ

0

‖ρAj
(t)− σAj

‖1 dt ≤ dn
/√

Deff
ψ . (36)

Lemma 6 (continuity of the von Neumann entropy [5, 3]). Let T := ‖ρ−σ‖1/2 be the trace
distance between two density matrices ρ, σ on the Hilbert space CD. Then,

|S(ρ)− S(σ)| ≤ T ln(D − 1)− T lnT − (1− T ) ln(1− T ). (37)

Since by definition 0 ≤ T ≤ 1, the right-hand side of this inequality is well defined.
We are ready to prove Theorem 1. Lemmas 3 and 4 imply that

Pr
Ψ

(
Deff

Ψ ≥
(
d+ 1

2

)(1−ε/2)N
)

= 1− e−Ω(N), (38)

Pr
Ψ

(
1

m

m∑
j=1

S(σAj
) ≥ (1− ε/3)n

α− 1

d∑
k=2

ln

(
1 +

α− 1

k

))
= 1− e−Ω(N), ∀α > 1. (39)
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Therefore, it suffices to prove that

Pr
t∈R

(
1

m

m∑
j=1

S
(
ρAj

(t)
)
≥ (1− ε)n

d∑
k=2

1

k

)
= 1− e−Ω(N) (40)

assuming that

Deff
Ψ ≥

(
d+ 1

2

)(1−ε/2)N

, (41)

1

m

m∑
j=1

S(σAj
) ≥ (1− 2ε/3)n

d∑
k=2

1

k
. (42)

(4), (36), and (41) imply that

lim
τ→+∞

1

τ

∫ τ

0

1

m

m∑
j=1

‖ρAj
(t)− σAj

‖1 dt ≤ dn
/√

Deff
Ψ ≤

(
2

d+ 1

)εN/4
= e−Ω(N). (43)

Markov’s inequality implies that

Pr
t∈R

(
1

m

m∑
j=1

‖ρAj
(t)− σAj

‖1 = e−Ω(N)

)
= 1− e−Ω(N). (44)

Due to the continuity of the von Neumann entropy (Lemma 6),

1

m

m∑
j=1

‖ρAj
(t)− σAj

‖1 = e−Ω(N) =⇒ 1

m

m∑
j=1

∣∣S(ρAj
(t)
)
− S(σAj

)
∣∣ = e−Ω(N). (45)

Equation (40) follows from (42), (44), and (45).

B Proof of Theorem 2

We begin by following the proof of Lemma 8 in Ref. [7]. Let {Ej}2N

j=1 with be the eigenvalues
of HJ(α) and

GJ(α) :=
∏

((j 6=j′)∨(k 6=k′))∧((j 6=k′)∨(k 6=j′))

(Ej + Ek − Ej′ − Ek′) (46)

so that GJ(α) = 0 if and only if the spectrum of HJ(α) has degenerate gaps (Definition 4).
It is easy to see that GJ(α) is a symmetric polynomial in E1, E2, . . . , E2N . The fundamental
theorem of symmetric polynomials implies that GJ(α) can be expressed as a polynomial in
F1, F2, . . ., where

Fk :=
2N∑
j=1

Ek
j = tr

(
Hk
J (α)

)
. (47)
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Expanding Hk
J (α) in the Pauli basis and taking the trace, we see that Fk and hence GJ(α) :

[−1, 1]×(12N−9) → R are polynomials in the entries of α. Since the zeros of a multivariable
polynomial are of measure zero unless the polynomial is identically zero, it suffices to find
a particular α ∈ R12N−9 such that the spectrum of HJ(α) has non-degenerate gaps. This is
done in the following lemma.

Lemma 7. For any positive integer N , there exists (h1, J1, h2, J2, . . . , hN−1, JN−1) ∈ R2(N−1)

such that the spectrum of

HN = σ̂z1 +
N−1∑
j=1

(
hjσ̂

x
j+1 + Jj(2 + σ̂zj )σ̂

z
j+1

)
(48)

has non-degenerate gaps.

Proof. We prove by induction on N .
Induction hypotheses. We have two induction hypotheses:

1. The spectrum of HN has non-degenerate gaps.

2. {〈j|σ̂zN |j〉} is a set of pairwise distinct numbers, where {|j〉}2N

j=1 are eigenstates of HN .

Base case. The base case N = 1 is trivially true.
Induction step. Assuming the induction hypotheses for HN , we prove those for HN+1

using perturbation theory. The unperturbed Hamiltonian and the perturbation are

Hunp := HN + hN σ̂
x
N+1, Hper := JN(2 + σ̂zN)σ̂zN+1, (49)

respectively. Let {|j〉} be eigenstates of HN with corresponding energies {Ej}. Let

∆ := min
j 6=k
|Ej − Ek|, δ := min

((j 6=j′)∨(k 6=k′))∧((j 6=k′)∨(k 6=j′))
|Ej + Ek − Ej′ − Ek′| (50)

so that δ ≤ ∆. Let |◦〉, |•〉 be eigenstates of σxN+1 with eigenvalues ±1. The eigenstates of
Hunp are {|j◦〉, |j•〉} with corresponding energies {Ej ± hN}. We choose hN , JN such that

0 < JN � hN � min
{
δ,∆ min

j 6=k

∣∣〈j|σ̂zN |j〉 − 〈k|σ̂zN |k〉∣∣}. (51)

The induction hypotheses imply that the most right-hand side of (51) is positive. The con-
dition (51) implies that the energy gap (minimum difference between adjacent eigenvalues)
of Hunp is 2hN . Let {|j◦), |j•)} be eigenstates of HN+1 := Hunp + Hper with corresponding
energies {Ej◦, Ej•}.

Proof of induction hypothesis 1 for HN+1. Using second-order non-degenerate per-
turbation theory,

Ej◦ = Ej + hN + 〈j ◦ |Hper|j◦〉+
∑
k 6=j

∣∣〈k ◦ |Hper|j◦〉
∣∣2

Ej − Ek
+
∑
k

∣∣〈k • |Hper|j◦〉
∣∣2

Ej − Ek + 2hN
+O(J3

N)

= Ej + hN +
J2
N(2 + 〈j|σ̂zN |j〉)2

2hN
+
∑
k 6=j

J2
N

∣∣〈k|σ̂zN |j〉∣∣2
Ej − Ek + 2hN

+O(J3
N)

= Ej + hN +
J2
N(2 + 〈j|σ̂zN |j〉)2

2hN
+O(J2

N/∆), (52)

9

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 9 April 2021                   Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 9 April 2021                   doi:10.20944/preprints202104.0254.v1

https://doi.org/10.20944/preprints202104.0254.v1


where we used∑
k 6=j

∣∣〈k|σ̂zN |j〉∣∣2
|Ej − Ek + 2hN |

≤
∑
k

∣∣〈k|σ̂zN |j〉∣∣2
∆− 2hN

=
1

∆− 2hN
= O(1/∆). (53)

Similarly,

Ej• = Ej − hN −
J2
N(2 + 〈j|σ̂zN |j〉)2

2hN
+O(J2

N/∆). (54)

Suppose that
Ejα + Ekβ = Ej′α′ + Ek′β′ , α, β, α′, β′ ∈ {◦, •}. (55)

Assume without loss of generality that j ≤ k and j′ ≤ k′. Since hN � δ, we have j = j′ and
k = k′. Since JN � hN , it suffices to exclude the possibilities that (1) j 6= k and α = β′ = ◦
and β = α′ = • or (2) j 6= k and α = β′ = • and β = α′ = ◦. In both cases,∣∣J2

N(2 + 〈j|σ̂zN |j〉)2/hN − J2
N(2 + 〈k|σ̂zN |k〉)2/hN

∣∣ = O(J2
N/∆)

=⇒
∣∣〈j|σ̂zN |j〉 − 〈k|σ̂zN |k〉∣∣ = O(hN/∆). (56)

This is impossible for our choice of hN (51).
Proof of induction hypothesis 2 for HN+1. Using first-order non-degenerate pertur-

bation theory,

|j◦) = |j◦〉+
∑
k 6=j

〈k ◦ |Hper|j◦〉
Ej − Ek

|k◦〉+
∑
k

〈k • |Hper|j◦〉
Ej − Ek + 2hN

|k•〉+O(J2
N)

= |j◦〉+
JN(2 + 〈j|σ̂zN |j〉)

2hN
|j•〉+

∑
k 6=j

JN〈k|σ̂zN |j〉
Ej − Ek + 2hN

|k•〉+O(J2
N) (57)

so that
(j ◦ |σ̂zN+1|j◦) = JN(2 + 〈j|σ̂zN |j〉)/hN +O(J2

N). (58)

Similarly,
(j • |σ̂zN+1|j•) = −JN(2 + 〈j|σ̂zN |j〉)/hN +O(J2

N). (59)

Induction hypothesis 2 for HN implies that {(j ◦ |σ̂zN+1|j◦), (j • |σ̂zN+1|j•)}2N

j=1 is a set of
pairwise distinct numbers.

C Extensions of Theorem 2

C.1 Proof of Corollary 2

Following the proof of Theorem 2 in Appendix B, it suffices to find a particular γ ∈ R3N−1

(not necessarily γ ∈ [−1, 1]×(3N−1)) such that the spectrum of HXXZ
h (γ) has non-degenerate

gaps. Let

H ′N := ΛHN +
N−1∑
j=1

(σ̂xj σ̂
x
j+1 + σ̂yj σ̂

y
j+1), (60)

where HN is given by Eq. (48). Since the spectrum of HN has non-degenerate gaps (Lemma
7), that of H ′N also has non-degenerate gaps for sufficiently large Λ > 0.
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Figure 1: Embedding a spin chain (thick line) into a two-dimensional square lattice (grid)
such that adjacent sites in the spin chain remain adjacent in the square lattice.

C.2 Higher spatial dimensions

To prove an analogue of Theorem 2 on a higher-dimensional lattice L, it suffices to construct
a particular Hamiltonian on L with nearest-neighbor interactions such that its spectrum has
non-degenerate gaps. To this end, we simply embed the spin chain model (48) into L. Figure
1 illustrates the embedding for L being a two-dimensional square lattice.

C.3 Qudit systems

To extend Theorem 2 to a qudit chain with d ≥ 3, it suffices to prove an analogue of Lemma
7. Let −1 ≤ e1 < e2 < · · · < ed ≤ 1 be d constants such that the spectrum of the diagonal
matrix X̂ := diag(e1, e2, . . . , ed) has non-degenerate gaps. Let

Ẑ :=

d/2⊕
j=1

(
0 1
1 0

)
, Ẑ :=

(d−1)/2⊕
j=1

(
0 1
1 0

)
⊕
(
0
)

(61)

if d is even/odd, respectively, so that the expectation value of Ẑ in any eigenstate of X̂ is 0.
Let Λ > 1 be a constant such that

Λ > max
1≤j<k≤d/2

e2j − e2j−1 + e2k − e2k−1

|e2j − e2j−1 − e2k + e2k−1|
. (62)

Consider a chain of N qudits. Let X̂j, Ẑj be the X̂, Ẑ operators for the spin at position
j. It is trivial to construct a Hamiltonian H1 acting only on the first spin such that

1. The spectrum of H1 has non-degenerate gaps.

2. {〈j|Ẑ1|j〉} is a set of pairwise distinct numbers, where {|j〉}d−1
j=0 are eigenstates of H1.

Corollary 3. For any positive integer N , there exists (h1, J1, h2, J2, . . . , hN−1, JN−1) ∈
R2(N−1) such that the spectrum of

HN = H1 +
N−1∑
j=1

(
hjX̂j+1 + Jj(Λ + Ẑj)Ẑj+1

)
(63)

has non-degenerate gaps.

This corollary can be proved in almost the same way as Theorem 2.
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D Proof of Theorem 3

Lemma 8. Let {|j〉}d−1
j=0 be an orthonormal basis of Cd. For a Haar-random state |Ψ′〉,

− E
Ψ′

d−1∑
j=0

pj ln pj =
d∑

k=2

1

k
, pj :=

∣∣〈j|Ψ′〉∣∣2. (64)

Proof.

E
Ψ′

d−1∑
j=0

pj ln pj = d E
Ψ′
p0 ln p0 = d

∫ 1

0

xf(x) lnx dx = −
d∑

k=2

1

k
, (65)

where f(x) is given by Eq. (23).

Let

σA := lim
τ→+∞

1

τ

∫ τ

0

ρA(t) dt (66)

be the infinite time average and σj := trA\{j} σA be the reduced density matrix of the spin
at position j ∈ A. Using the concavity and subadditivity [2] of the von Neumann entropy,

lim
τ→+∞

1

τ

∫ τ

0

S
(
ρA(t)

)
dt ≤ S(σA) ≤

∑
j∈A

S(σj). (67)

Let x
.
= y denote that x − y is infinitesimal. Recall that Hmbl .= H loc, which is diagonal in

the computational basis and whose spectrum is non-degenerate. For a Haar-random product
state |Ψ〉 =

⊗N
j=1 |Ψj〉, it is not difficult to see that

σj
.
= diag(pj,0, pj,1, . . . , pj,d−1), pj,k :=

∣∣
j〈k|Ψj〉

∣∣2, (68)

where {|k〉j}d−1
k=0 is the computational basis for the spin at position j. Hence,

E
Ψ

∑
j∈A

S(σj)
.
= −

∑
j∈A

E
Ψj

d−1∑
k=0

pj,k ln pj,k. (69)

Theorem 3 follows by combining Lemma 8 and (67), (69).
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