Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 26 March 2021 d0i:10.20944/preprints202103.0667.v1

The Individual and the Organizational Model of Quantum Decision-Making and
Learning (MQDM&L): An Introduction and the application of the Quadruple Loop
Learning

Meir Russ
Professor Emeritus
Austin E. Cofrin School of Business, University of Wisconsin-Green Bay,
Green Bay, W1 54311, USA

russm@uwagb.edu or meir.russ@gmail.com

Abstract

The new Post Accelerating Data and Knowledge Online Society, or ‘Padkos’ requires a new
model of decision making. This introductory paper proposes a model where decision making and
learning are a single symbiotic process, incorporating man and machine, as well as the AADD
(a4nthropos, apparatus, decider, doctrina) diamond model of individual and organizational
decision-making and learning processes. The learning is incorporated by using a newly proposed
quadruple loop learning model. This model allows for controlled changes of identity, the process
of creating and the sense making of new mental models and assumption, and reflections. The
model also incorporates the recently proposed model of quantum decision-making, where time
collapse of the opted past and the anticipated future (explicitly including its time horizon) into
the present play a key role in the process, leveraging decision-making and learning by human as
well as Artificial Intelligence (Al) and Machine Learning (ML) algorithms. The paper closes
with conclusions.

Key words: Model of Quantum Decision-Making and Learning (MQDM&L), AADD diamond
model, organizational, individual, decision-making, learning, quadruple loop learning, Padkos

1. Introduction

A number of insights from emerging trends, which build on new scientific and technological
developments suggest that a new model of decision-making (DM) and learning might be needed,
specifically: 1. Discontinuous change-continuous technological revolutions; 2. Artificial
Intelligence (Al)-Machine Learning (ML)-Big data; and 3. Neuroscience. These three
developments and their impact on decision-making and learning (DM&L) are discussed below.

Both individuals and organizations are today faced with a discontinuous change of titanic scope
and magnitudes, the continuously accelerating technological revolution (see Padkos at Russ,
2021) requiring increasingly faster responses in a new, uncertain, ambiguous and/or unknowable
context, and continuous, lifelong learning, necessitating the amalgamation of decision-making
(DM) and the learning processes into one, single, symbiotic, and synchronized process. This
context is forcing the decision-maker/learner into making decisions that are new, and not
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necessarily supported or directly related by/to the past or their past decision. The actor/entity can
less and less trust their intuition (system 1, fast thinking, in Kahneman, 2011) or their traditional
heuristics which forces them into a slow thinking mode (System 2 in Kahneman, 2011) while
thinking itself is being pushed to a faster and faster pace, and as such will have to be supported
by big data and by ML (or actually conducted by ML).

The nature of the Decision-Making and Learning (DM&L) process in organizations is also
changing due to the infiltration of AI/ML into the DM&L process. Some even suggest that Al
driven decision-making algorithms might be at the core of the digital operating model of the firm
of the future that will revolutionize the landscape of business in the 21st century. This results
from an automation of decision-making (replacing humans) while increasing the rate of return on
scale, scope, and investment in learning (lansiti and Lakhani, 2020, p. 53). Notwithstanding, it
can be assumed that more and more decisions will be taken by the Al algorithms and platforms
and supported by big data (Araujo et al., 2020; Jarrahi, 2018), both horizontally and vertically
(context specific, see example at Vaishya et al., 2020; and a review at Shahid, Rappon & Berta,
2019).

The harnessing of big data by deep and machine learning (supported by data science, e.g.,
Elshawi et al., 2018) is creating a new context for DM&L, since in many cases it is the ML (or
Deep Learning) + big data that makes the decision (or a recommendation), both for the
individual and for the organization. For example, “Smart” homes, cars, and workspace will
become a reality in the very near future for more and more individuals, while “Smart”
manufacturing and office-space (collaboration of robots and people) are already a reality for
manufacturing or service companies or those that have a supplier or buyer relationship with a
“Smart” supplier or customer (see example at Trakadas et al., 2020). This is another factor to
consider when discussing individual and/or organizational DM&L processes.

Moreover, more is known today based on studies in neuroscience about decisions and learning
of individuals than ever before, and as elsewhere, such knowledge is accumulating at an
exponential rate. For example, it was documented that our brains make decisions a few
(approximately 7) seconds before our conscious mind recognizes that as “we made a decision”
(Soon et al., 2008 and review for example in Haggard, 2019). Also, researchers proved that
memories can be erased (Ecker, 2018), and false memories can be created (de Lavilléon et al.,
2015).

Human body-machine interface studies (including neural rehabilitation, see Casadio et al., 2012)
and prosthetic limb control (see e.g., Wood, 2014) studies were followed by proposals for brain-
computer interfaces (Lance et al., 2012) that were recently implemented (Kapur et al., 2020).
Moreover, human brain/cloud interface is anticipated to be used by futuristic technologies,
referred to “neuralnanorobotics” (Martins et al., 2019), as well as early research of direct brain to
brain communication is currently being conducted (Jiang et al. 2019). This all points to a
changing context for, and new understanding of human decision-making processes.
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Moreover, neuromarketing is another fruitful area of research with a heavy focus on customer
decision-making (see for example reviews in Fortunato et al., 2014; Nilashi et al., 2020), also
causing major ethical concerns (see more about ethics below).

There are additional aspects that would indicate that this point in history of Homo Sapiens is a
unique inflection point. For example, human activity driven climate change (e.g., McMichael et
al., 2006) which causes global warning and making significant parts of the planet uninhabitable
and potentially causing flooding of major urban areas around the world (e.g., Xue et al., 2017).
Or, being the first generation of a multi-planetary species (Musk, 2017), and the first generation
to consider the possibility of viewing death as a curable disease (Istvan, 2019). For the needs of
this paper the three listed above will suffice and there is no need to elaborate on the additional
factors listed here or others, at this point.

This introductory paper has three novel contributions. First, the paper details the nature of the
symbiotic relationship between decision-making and learning as one amalgamated process and
introduces the AADD (anthropos, apparatus, decider, doctrina) diamond model of individual and
organizational decision-making and learning process. Next, the paper introduces the quadrupled
feedback loop learning model, one that allows an entity to control its identity. Finally, the paper
details the combined Model of organizational and individual Quantum Decision-Making and
Learning (MQDM&L).

The remainder of the paper is organized into the following sections. In Section 2 the paper
briefly discusses the subject of decision-making. Section 3 introduces the AADD (anthropos,
apparatus, decider, doctrina) amalgamated diamond model of decision-making and learning.
Section 4 elaborates on the quantum metaphor to discuss the collapse of past and future time
frames into the present and details the combined quantum decision-making and learning model.
Section 5 introduces the novel quadruple loop feedback model. In Section 6 the paper adds the
ethical and the cybersecurity considerations into the model. Finally, the paper closes with brief
conclusions in Section 7.

2. Decision-making (DM)

The academic literature regarding DM, both at the individual and org/team unit of analysis is far-
reaching (and beyond the scope of this paper). The literature covers theories of individual DM as
framing and reference dependence, behavioral economics, bounded rationality and decision
heuristics, among others (see examples and reviews from diverse perspectives in Daft, 2014;
Lau, 2003; Milner & Rosenstreich, 2013; Wilson & Dowlatabadi, 2007). Organizational models
of DM include, but are not limited to, rational, administrative, political, stage based (see
interesting review at Langley et al., 1995), sense making and decisions in public organizations,
(Nutt & Wilson, 2010), ad hoc problem solving, exception management (Luoma, 2016), and the
garbage can model of decision making (Cohen, March, & Olsen, 1972). The brief discussion
above about the impact that big data and ML has (and will have) on DM&L, is espousing the
preference given in this model of DM&L, by the author, to the garbage can model of DM
(Cohen, March, & Olsen, 1972), since it overtly and seamlessly enables the incorporation of data
and digital algorithms into the model described here.
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3. The AADD (4nthropos, apparatus, decider, doctrina) diamond model

Russ (2021) recently described a model whereby the decision-making and the learning processes
must occur simultaneously due to the external pressures and demands (see also Choo, 2002) and
such a seamless process is enabled by the Al machine algorithms (ML, Deep Learning, etc.) and
digital systems infrastructure supported by big data and cloud computing (e.g., Hashem et al.,
2015). For example, see the McKinsey & Company report on the transformation in healthcare
resulting from the utilization of Al, and the impact it will have on organizations and their
workforce (Spatharou, Hieronimus & Jenkins, 2020).
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Figure 1. The AADD diamond model of Individual and organizational decision-making and learning

process
Source: Author’s elaboration.

Moreover, the most recent research suggests that data driven DM utilizing analytics allows
companies to outperform their competition significantly (Gottieb & Weinberg, 2019).
Incorporating blockchain technology into this mix will only accelerate and increase the prospects
of such technologies to transform business and industries (Akter et al., 2020) as they try to match
the needs and challenges resulting from the continuously accelerating technological revolution,
(Russ, 2021).

All this and more requires and enables a new DM&L process (see Figure 1 for the basic diamond
description). The model described below is an attempt to do just that in more detail.

4. The guantum metaphor and maybe more

Gleaning from quantum physics (e.g., Briggs et al., 2013), the collapse of the wave function
when being monitored by an observer is mostly known through the thought experiment of
Schrédinger’s cat and the famous question: is the cat alive or dead, and when (see recent
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discussion in Merali, 2020). As suggested by Josephson, (2002), in a biological reality sense, it is
the decision made by the observer to observe that is causing the collapse of the wave (see Table
1, p. 44). Here, the author will use such a collapse as a metaphor in terms of a time frame
collapse (and not probabilities). There might be more than a metaphor here since, based on
neural brain studies, there is evidence that memorizing the past is (in some cases) rewriting the
memory from ‘a new’ (see Paul, 2012) and that the expectations (about the future) of an observer
have an impact on the neural level of their perceptions of reality (see Dolan, 2021). For an
observer, at a specific point in time (and space) there is only the present; future and past are the
product of their mind (see discussion in Fernandez, 2019).

In this paper the author will elaborate on the model proposed in Russ, (2018, 2021) of quantum
decision-making (the organizational/team and the individual) and will also utilize the
combination of DM and learning into one process (as mentioned above) while adding a
quadruple feedback loop learning model to complete this model, (see Figures 2 and 3).

For the organizational process, the alignment of the time horizon as well as the political process
of which a specific (out of the four) feedback loop to adopt are probably the most contagious
stages. If the data needed for the use of AI/ML algorithm is available, this could make such a
process more efficient, but not necessarily effective, since those algorithms do not seem to be
trained yet in utilizing the double, triple or quadruple loops. This is not to say that the algorithm
questions or inputs cannot cause a human actor to engage in a double loop learning (D. M.
Worden, personal communication, March 21, 2021) or even in a higher-level refinement. On a
more basic level, having the needed data at the appropriate form for such algorithms and/or for a
human decision-maker is far from simplistic. A recent case of the pandemic data (or lack off) can
vividly illustrate such complexity (see the case described in Meyer and Madrigal, 2021).

For the individual, the choice of which feedback loop to pursue will be theoretically easier but
getting to use the triple or the quadruple loop may cause emotional difficulties. Also, access to
data might not be simple in many cases. Some new technologies might help here, for example
using virtual reality for human-computer interaction (Alonso-Valerdi et al., 2017) to support
gaming and/or scenario planning can be useful in experimenting with new possibilities and
enable the individual to experiment with different identities, and issues and solutions. Additional
stages of validation and confirmation are of course advisable as well as a follow up.

As suggested in Russ (2018, 2021), it is the collapse of a specific future (including a specific
time horizon) and a particular past, at a specific point in time that is enabling the decision to
happen (see also the discussion of time by Myllykoski, 2017). This is different from other
models of quantum DM that looks at the probabilistic aspects of DM (e.g., Yukalov & Sornette,
2016). To the best of our knowledge this is the first such model suggesting the collapse of time
frames in managerial literature.
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Figure 2. Organizational Model of Quantum Decision-Making and Learning (MQDM&.L)
Source: Russ 2021, Figure 6b (p. 15) and Author’s elaboration.

The model (among many other aspects) can explain why change is so difficult, and also, how
change can be accelerated by bringing in a different past, or a different aspect of the past into the
collapse of time to accommodate the desired future. This model is consistent with the autopoietic
paradigm (see Russ et al., 2010 elaboration on knowledge and learning) and the Luhmann’s
theory of autopoietic social systems (see discussion at Seidl, 2004).
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Figure 3. Individual Model of Quantum Decision-Making and Learning (MQDM&.L)
Source: Russ 2021, Figure 6b (p. 15) and Author’s elaboration.

The actor (or entity) has a choice which past to bring forward (consistent with neural studies, as
mentioned earlier) and consciously and rationally activating different modes of the feedback (or
using different mechanisms, see example at Kross, 2021) may arrive to a different decision. The
same can be said about the future that is brought back to the present. For example, using
‘presencing’ (and the U theory, see Scharmer, 2009) may enable a completely new set of
potential futures, and result in a different decision.
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Such a collapse (choice event in terms used by the garbage can model of decision-making, Cohen
etal., 1972) is critical in framing the issue at hand and the relevant solutions. Framing is known to
be a major issue in making decisions; one of many cognitive and unconscious biases which could
result in non-optimal decisions (see examples in Baker & Nofsinger, 2002; and Chira et al., 2008).
The minimizing effects of such biases will be another reason why incorporating ML and
algorithms both on the learning end and on the decision-making end can improve the DM&L
process. Moreover, incorporating machine learning and the contribution of Al to the DM&L
processes may be required since such technologies may force the actor to make a decision or ‘deal’
with a decision/learning conducted by the Al in a situation that is NOT their choice, but is driven
by the algorithm, which is forcing the timing of the choice event and the set of issues and solutions.
As such, the model of DM&L used here, must accommodate human based DM, Machine
autonomous DM and a mixed DM (see a simplistic model in Colson, 2019).

Moreover, forgetting (or reframing) can also enable a complete new set of definitions of an issue
and of alternative solutions. This might be needed today more frequently than ever, for example
due to the shrinkage of half-life of knowledge (Russ, 2021).

5. The learning feedback loops-the guadruple loop learning model

The need (or an opportunity) to frame, or reframe (an issue, solution, and/or an identity) is where
the quadruple feedback loops are vital because they provide the flexibility, if so chosen by the
actor, to decide which feedback loop to use for the purpose of framing issues and solutions, and
possibly enable a new learning cycle, in some cases, even for a particular purpose.

The first feedback loop is the traditional/standard feedback used for the purpose of adjusting
actions to accomplish the expected/planned outcome within the planned time frame. Such a
feedback is not necessarily simple, as the discussion regarding “System Thinking” in the Fifth
Discipline (Senge, 2006) illustrates, since the feedback can be positive or negative, with or
without time lags, simple or complex (see also the Balanced Scorecard by Kaplan and Norton,
1996); and can be used as feedback, concurrent and feedforward control (Crossan et al., 1999).

Double loop learning was originally proposed by Argyris, (1977) and insinuated that the purpose
of the feedback might require change in goals, time horizon, and assumptions, by developing
new mental models and the creation of new meaning (e.g., Greenwood, 1998). The typical
simplistic example of such learning in the business context is the switch from market share as a
goal to profitability (or visa-versa), since giving up on one, makes the other one easier to
achieve.

Triple loop learning is defined as the creation of a new process, which could enable the creation
of new mental models (see examples at Leifer & Steinert, 2011; McClory et al., 2017; Peschl,
2007; and Yuthas et al., 2004). Crossan et al., (1999) proposed four processes to support such
organizational learning: Intuiting, Interpreting, Integrating and Institutionalizing; at three levels:
the individual, groups/teams and the whole organization, enabling organizational strategic
renewal.
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The quadruple loop learning proposed here is enabling the all-embracing change of ones’ (actor
and/or entity) identity; a metamorphosis (not renewal) of an organizational (or individual)
identity; a complete change in form. For an organizational example, consider the case of the
evolution of Starbucks from a small coffee chain in Seattle to the ‘third place” (White, 2004) or
the evolution of Google from a search engine into Alphabet Inc. (Lee, 2019). For an individual
case, consider the case of a young entrepreneur that can morph into a serial entrepreneur (Wright
et al., 1997) versus an entrepreneur who can grow a firm from a two-man garage into a global
success (e.g., Steve Jobs - Gallo, 2011). The process described here is significantly different
from the one (using the same name) described by Lee et al., (2020) which identifies a different
process between backstage and front stage for a public entity, but, is not encompassing the all-
embracing change of the identity of the public organization.

The possibilities described here, and the range of choices (which one of the four choices/mindset
will be dominant) enables an entity (an individual or an organization) to identify a variety of
gaps and needs to acquire new knowledge or learn a new skill/capability. Here, the process
described by Crossan et al., (1999) or the models of learning as described in Russ (2021) can be
useful.

6. Ethics and Cybersecurity

Included in Russ (2021) framework for KM that solidifies DM&L as one process, are the
concerns regarding ethics and cybersecurity. Obviously, such a discussion is relevant to the
specific model of QMDM&L discussed here.

With such an emphasis on the importance of Al algorithms and the importance of big data, it is
only natural that the models of ethical dilemmas/dimensions that incorporate Homo
Technologicus and Homo Sustainabiliticus be incorporated here. Their recently updated
definitions are cited below:

“Homo-Technologicus—“a symbiotic creature in which biology and
technology intimately interact”, so that what results is “not simply ‘homo sapiens
plus technology’, but rather homo sapiens transformed by ‘technology’ into ‘a new
evolutionary unit, undergoing a new kind of evolution in a new environment’”
(Longo, 2002, p. 23), driven by cost efficiencies and instrumental effectiveness
within the techno-economic, universal and ontocentric perspectives and expecting
adaptation of the ‘homo sapiens’ to the technology.”

“Homo sustainabiliticus—a symbiotic being in which biology, technology and
morality intimately interact driven by optimization and the balance of costs of the
technology solution, while modifying it to optimize the user’s adaptation,
especially regarding her abilities and the social acceptance recognizing cultural and
symbolic differences and environmental responsibilities based on biocentric ethics
and the socio-philosophical point of view within her cultural, social, physical,
logistic and legal context and cognizant of the ethical dilemmas of adapting the
technology to her needs, specifically at the design stage.” Russ, 2021, p. 19
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The specific concerns (dimensions) listed in Russ (2021, p. 20) regarding ethics, which are also
relevant to this model are: 1) Are potential implications of the DM&L considering the outcomes
from the user/object perspective (the effectiveness aspect) taken into consideration? 2) Is the
user/object provided with the “space” for “using/adopting the technology within their values and
morals”, in the autopoietic meaning of self-organizing, in “her context”? 3) Is the user
knowledgeable sufficiently to make educated choices about the potential tradeoffs resulting from
the specific outcomes and have the legal rights to do so? Figure 4 (above) delineates the space of
the dilemmas as mentioned here. From a software development perspective, the evaluative
framework proposed by Rieger and Majcherzak (2019) points to how the ethical considerations
described in Homo Sustainabiliticus might be weighted for inclusion in digital algorithms. On
the other hand, Greene, Hoffmann and Stark (2019) seem to approach some of the same
dilemmas from a modified Homo-Technologicus perspective and identified seven core ethical
themes and two major areas of failure (which also can serve as opportunities for improvement).
Regardless, ethical consideration must be a part of any DM&L model.

Another implication of the ample reliance of the QMDM&L on Al and big data is the need to
consider cybersecurity as an integral aspect of the model. The framework for cyber security that
was proposed in Russ (2021), is suggested to be used in this model as well (see Figure 5 below).
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7. Conclusions

The combined model of the quantum decision-making, suggesting the collapse of the past and
the future at the present time when the decision is taken, while explicitly defining the time
horizon of the future under consideration and the quadruple feedback loop learning process could
open new avenues both for Al/ML algorithms learning (improving on the efficiency of the
process) as well as avenues to improve on the effectiveness of organizational decision-making
from the leadership/top management perspective. This new model also opens many new research
avenues for academics both from the managerial perspective as well as from data and computer
science perspectives.
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