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Abstract: This paper addresses a wildlife monitoring problem using a team of UAVs for efficient monitoring of wildlife. The state-of-the-art technology using UAVs has been an increasingly popular tool to monitor wildlife compared to the traditional methods such as satellite imagery-based sensing or GPS trackers. However, there still exist unsolved problems as to how the UAVs need to cover a spacious domain to detect animals as many as possible. In this paper, we propose the optimal transport-based wildlife monitoring strategy for a multi-UAV system, to prioritize monitoring areas while incorporating complementary information such as GPS trackers and satellite-based sensing. Through the proposed scheme, the UAVs can explore the large-size domain effectively and collaboratively with a given priority. The time-varying nature of wildlife due to their movements is modeled as a stochastic process, which is included in the proposed work to reflect the spatio-temporal evolution of their position estimation. In this way, the proposed monitoring plan can lead to efficient wildlife monitoring with a high detection rate. Various simulation results including statistical data are provided to validate the proposed work.

Keywords: Wildlife Monitoring; Multi-UAV System; Optimal Transport

1. Introduction

Over decades, biodiversity has been threatened by several factors such as land-use change and habitat fragmentation, overhunting, invasive species, and environmental change. According to [1], 25% of all mammal species are in danger due to the above factors. This necessitates informed management of wildlife to maintain biodiversity as well as to prevent the extinction of some species. Traditionally, ground-based surveys have been widely adopted to assess and monitor wildlife biodiversity, which is time-consuming, financially expensive, and logistically challenging in remote areas [2]. Due to the high cost, surveys have not been conducted at the frequency required for proper analysis and monitoring of population trends [3]. Moreover, some areas may not be easy to collect data because of difficult and inaccessible terrains [4].

As an alternative, ecologists, conservation researchers, and practitioners have utilized satellite imagery-based remote sensing associated with a geographic information system (GIS) for the monitoring purpose of wildlife to cope with prevailing environmental challenges. Unfortunately, this type of remote sensing technology might not be ideal for accurate wildlife monitoring at the landscape level due to its obvious disadvantages: limited time to observe a certain area and low resolutions for satellite images. Moreover, persistent cloud cover may obscure the satellite remote sensing unexpectedly [5]. Deploying GPS collars on the target animals is another way to identify detailed wildlife movements. This method itself is, however, known to be costly and time-consuming with a lot of human efforts. In [6], the total cost of activities to capture animals, deploy GPS collars, and analyze data are more than $300,000 in a year only in Colorado, USA. Also, the GPS trackers used to track the animals have some drawbacks such as intermittent GPS data transmission due to the limited energy of the device,
unavailability of the GPS tracker depending on their locations, and partial information without details (e.g., population size, age and gender ratios, foraging strategies, etc.).

Other technologies to monitor wildlife include camera traps [7], [8], acoustic recording devices [9], [10], environmental DNA monitoring for tracking community composition [11], [12], and genetic monitoring for identifying individuals within populations [13]. These methods alone are not effective as they cannot cover a wide range and the installation of sensors requires some preliminary data to choose proper locations.

Thus, there have been attempts to utilize the new technology using UAVs (or drones equivalently), in order to efficiently gather more detailed data with less time and cost. It has been reported that UAV-based sensing is an increasingly popular and promising conservation tool in ecological monitoring [14–16]. The data from UAVs can provide useful information for timely management responses [17]. The UAVs can be deployed quicker than manned airplanes [18] and are known to be less sensitive to ground survey techniques for wildlife monitoring [19]. As a consequence, many researchers and ecologists applied the UAV technologies to supplementing the conventional techniques for monitoring, conservation, and management practices [19–21].

Despite many advantages of UAV-based monitoring, detecting animal herds using UAVs is still a challenging problem due to the large domain size, limited energy of UAVs, and wildlife movements. Further, no systematized approaches have been developed in efforts to incorporate other complementary monitoring tools (e.g., GPS trackers) in the UAV-based monitoring. To tackle the above problem, this paper investigates an efficient wildlife monitoring scheme using a multi-UAV system. We develop the optimal transport-based multi-UAV monitoring strategy that prioritizes the monitoring areas by reflecting partial information such as GPS trackers. The major contributions of this paper are summarized as follows. Based on the optimal transport theory, we formulate the multi-UAV monitoring problem to increase the detection rate of animal herds, particularly medium-to-large mammals having group behavior like deer. This problem setup includes which area needs to be monitored as well as how a team of UAVs cover the spacious domain collaboratively. The control algorithm for the team of UAVs is then developed under the proposed optimal transport framework. The time-varying nature of the wildlife location is incorporated into the proposed plan, dramatically increasing the detection rate. The proposed scheme has the potential to significantly improve the wildlife detection rate while saving time, costs, and resources by incorporating complementary information (e.g., GPS tracker, camera traps, and acoustic recording devices) into the monitoring plan.

The remaining parts of this paper are organized as follows. Section 2 describes the problem to solve for efficient wildlife monitoring based on the optimal transport theory. In Section 3, the animal movement modeling is briefly explained. The main result for the optimal transport-based multi-UAV monitoring strategy is proposed in Section 4. Sample point generation and other monitoring strategies for performance comparison are provided in Section 5 and 6, respectively. To support our proposed works, simulation results are presented in Section 7. Finally, Section 8 concludes the paper.

Notation: A set of real and natural numbers are denoted by $\mathbb{R}$ and $\mathbb{N}$, respectively. Further, $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$. The symbols $\| \cdot \|$ and $^T$, respectively, denote the Euclidean norm and the transpose operator. The symbol $\mathcal{R}(x, r)$ represents a set of points within the circle centered at $x$ with a radius $r$. The symbol $\#$ indicates the cardinality of a given set. The variable $t \in \mathbb{N}_0$ is used to denote a discrete-time index.

2. Problem Description

Suppose that a team of UAVs is deployed to monitor wildlife as shown in Fig. 1. Due to the time-varying nature of wildlife locations, it is not an easy task to detect animal herds using a team of UAVs even if locational information is available from the GPS trackers. The GPS trackers only provide limited information with intermittent data to save the battery. The size of the domain is another factor obstructing the detection of...
animal herds as it is in general very spacious. Moreover, UAVs have limited energy and thus, are not able to cover the entire domain because of its huge size.

Throughout the paper, we assume that the locations of UAVs are accurately known by GPS signals. Also, it is assumed that the UAVs can detect animals during the monitoring mission via onboard image processing such as machine learning technology. Although the animal recognition and detection problem itself is another important research area for wildlife monitoring, it is out of scope in this study. Rather, we are more interested in which areas the UAVs should cover to increase the wildlife detection rate, which is a challenging problem as stated above.

There needs an efficient wildlife monitoring strategy using a multiple UAV system to maximize the wildlife detection rate. In this study, we propose that a team of UAVs search for animal herds reflecting the density distribution that describes the probability of finding animals in the domain. This density distribution can be constructed from the last-received GPS tracker information or satellite images. In this case, the UAVs should spend more time on the high probability area while exploring the low probability area with less time since the probability of the given distribution indicates how likely the UAVs can find animals. As animals do not necessarily stay at one location and move around the domain, the density distribution also needs to change for the spatio-temporal evolution of the distribution.

Looking from the above perspective, the proposed wildlife monitoring strategy must address the following research questions: 1) what is the proper metric to measure the similarity between the distribution formed by the trajectories of UAVs and the given density distribution? 2) what is the control method for the team of UAVs to achieve the similarity between the two distributions? 3) how to incorporate the spatio-temporal evolution of the given density distribution for the wildlife movement into the control method?

Regarding the first question, we introduce the Optimal Transport (OT) problem. Traditionally, the objective of the optimal transport is to obtain an optimal solution for a resource allocation problem [22], where the focus is to determine how a distribution can be transformed into another distribution with minimum effort. This minimum effort can be quantified using the Wasserstein distance for the continuous marginal case. This metric has been utilized in wide range of dynamical systems including system analysis [23], [24], [25] and controller synthesis [26], [27] problems. The Wasserstein distance [22] of order $p$ can be written in the following form.

- Wasserstein distance:

$$W_p(\mu, \nu) := \left( \inf_{\psi \in \Psi(\mu, \nu)} \int_{X \times Y} \|x - y\|^p d\psi(x, y) \right)^{\frac{1}{p}},$$

![Figure 1. Illustration of wildlife monitoring using a team of UAVs](https://example.com/image1.png)
where $\psi$ is a probability measure, $\Psi(\mu, \nu)$ indicates the collection of all probability measure with marginals $\mu$ and $\nu$ on spaces $X$ and $Y$, respectively and $c(x, y) = \|x - y\|^p$ is the Euclidean distance with $p^{th}$ order ($p \geq 1$) between $x \in \mathbb{R}^2$ and $y \in \mathbb{R}^2$ (for two dimensional case). This Wasserstein distance describes the least amount of effort required to convert one distribution $\mu$ into another one $\nu$.

For the transportation problem in the discrete marginal case with $\mu$ and $\nu$ indicating particles of the given two distributions, the following linear programming (LP) formulation is equivalent to the Wasserstein distance where the given distributions are represented by the sample points.

- Linear Programming problem: (for $p = 1$)

$$\begin{align*}
\text{minimize} & \quad \sum_{i,j} \pi_{ij} \|x_i - y_j\| \\
\text{subject to} & \quad \pi_{ij} \geq 0, \quad \sum_{j=1}^{N} \pi_{ij} = m(x_i), i = 1, 2, \ldots, M, \\
& \quad \sum_{i=1}^{M} \pi_{ij} = n(y_j), j = 1, 2, \ldots, N, \\
\end{align*}$$

(1)

where $x_i, y_j \in \mathbb{R}^2$ are the locations sample points of the ensemble (for two-dimensional scenarios), $m(x_i), n(y_j) \in \mathbb{R}$ are some non-negative constants representing the mass or weight assigned to each particle in the ensemble. The variable $\pi_{ij}$ denotes the transportation plan which indicates the amount of weight that needs to be delivered from $x_i$ to $y_j$. Hence, the optimal transport plan $\pi^*_{ij}$ can be interpreted as the minimum effort required to transport the mass from each $x_i$ to $y_j$.

The Wasserstein distance in the LP form will be employed to measure the similarity between the two distributions, one from the trajectories of the UAVs and the other from the given reference distribution.

For the second research question, which is how to control the UAVs to achieve the similarity, the OT-based multi-UAV exploration strategy is proposed in Section 4. For the time-varying spatial distribution case associated with the third research question, we extend our results to the spatio-temporal distribution case in Section 5. Prior to further discussions on the proposed multi-UAV exploration scheme, the animal movement modeling is discussed first in the following section.

### 3. Animal Movement Modeling

Among numerous different models to predict and model stochastic animal movement behavior, the simplest approach to explain the stochastic nature of the animal movement is the uncorrelated and unbiased random walk based on the Brownian motion. In this model, the animal movement directions are assumed to be uncorrelated - the current heading direction of the animal is not influenced by the previous heading directions and unbiased - the animal movement direction is not influenced by a specific direction or location. The location of the animal at any time is simply influenced by the previous location, and the heading direction at any time is completely random. However, due to the two biological constraints related to most animals: bilateral symmetry and cephalocaudal polarization (responsible for an animal’s tendency to move forward) according to [28], this simple random walk model is unable to represent a realistic animal movement behavior. Additionally, in many realistic scenarios, the animals are inclined to go to specific locations for food, shelter, migrations, etc., which also cannot be included in the uncorrelated and unbiased random walk models.

To incorporate the aforementioned biological constraints and global directional bias in the animal movement modeling, two separate random walk models were derived from the uncorrelated and unbiased random walk model: the Correlated Random Walk (CRW) and the Biased Random Walk (BRW).
The CRW model is developed under the assumption that there exists a correlation between consecutive heading directions of animals, which is defined as 'persistence'. The persistence term explains local directional bias for an animal since the current heading direction is biased by the previous heading angle, which ensures that the animal intends to move in the forward direction. However, there exists some uncertainty associated with the heading directions, which results in making the heading direction different from the initial heading direction and therefore, the effect of the initial heading direction decreases in time.

In the BRW model, there exists global directional bias in the animal movement directions, meaning that an animal following the BRW model will intend to move towards a specific direction or a location at all times. This directional bias can be long term (annual migration) or short term (i.e., daily foraging for food) and the specific location for the directional bias be can be either moving (i.e., herd center) or stationary (i.e., food, water, shelter). Similar to the CRW model, there will be some uncertainty regarding the movement direction at any time although the animal will have a higher probability to move towards the target location or direction. Given that there exists some persistence in the direction of the animals while moving towards a specific direction, this special form of BRW is defined as the Biased-Correlated Random Walk (BCRW). Here, the animal movement direction at any time is influenced by both the previous heading direction (local directional bias) and the specific direction (global directional bias).

The Correlated Random Walk (CRW) model has been adopted in broad literature to explain individual behavior of stochastic movement for animals, fishes, insects, etc. [28–32]. In the meantime, this random walk model can hardly be utilized to replicate the group behavior of animal herds since this model cannot establish a link between individual animal movement direction and the overall herd location, which is essential for maintaining the integrity of animal herds.

An animal movement strategy to explain the group behavior of animal herds was proposed in [33], where the movement of the animal group centers was modeled using BCRW and the individual animal movements were followed by either CRW or BRW, where the animals for the BRW model were biased to the herd center. This study demonstrated that the group dynamics model can explain the group-influenced behavior of animals. In this work, a simplified version of [33] is implemented, where the center of the animal herds and individual animals in the herds follow CRW and BRW with a bias toward the herd center, respectively. The implemented model helps ensure the following: The members of the animal herds are biased to move towards the herd center, which ensures herd integrity. The herd centers and the overall herd maintain a stochastic free foraging behavior.

The CRW and BRW models employed in this paper to model the group behavior of animal herds are
• **Group center movement model (CRW):**

\[
\begin{align*}
\theta_{u,T+1} &= \theta_{u,T} + \Delta t \\
\phi_{u,T+1} &= \phi_{u,T} + \Delta t \\
\end{align*}
\]

where \( T \in \mathbb{N} \) is discrete time, \( \theta_T = [u_{x,T}, \phi_{y,T}] \) is the herd center location, \( z_T^q = [x_{q,T}, y_{q,T}] \) is the \( q \)th animal position. Also, \( r_{(.),T+1} \) denote speeds of herd centers and individual animals, where \( r_{(.)T+1} \sim \Gamma(\mu_r, \sigma_r) \) are random variables with the gamma distribution \( \Gamma \) with a mean \( \mu_r \) and standard deviation \( \sigma_r \). To introduce randomness in movement directions of both herd centers and individual animals, the random variables \( \psi_{(.),T+1} \) are added to the heading directions \( \theta_{(.),T+1} \), where \( \psi_{(.),T+1} \sim V(\mu_{\psi}, \kappa_{\psi}) \) follow von Mises distribution \( V \) with a mean \( \mu_{\psi} \) and concentration measure \( \kappa_{\psi} \). The time interval between consecutive time steps is denoted by \( \Delta t \).

4. **OT-based Multi-UAV Exploration: Time-Invariant Case**

This section presents a detailed explanation for the multi-UAV exploration strategy for the time-invariant distribution case. The extension to the time-varying case is provided in the next section. Given \( n_a \in \mathbb{N} \) numbers of UAVs deployed for the wildlife monitoring, the proposed exploration strategy is to determine the trajectory for the UAVs at each time step. The OT-based multi-agent exploration strategy is developed considering the limited energy for the agents to carry out the monitoring mission with the given reference spatial distribution. This limited energy of the UAVs also limits the total flight time of the agents, which can be transformed into the total number of UAV points \( M_a \in \mathbb{N} \) for each agent by the specified velocity and discrete-time interval \( \Delta t \). Here, it is assumed that all agents have identical energy levels initially and therefore, the UAV points \( M_a \) is the same across all agents. Given that the agent \( k \) has \( M_a \) numbers of points, each UAV point is assumed to be uniformly distributed with the weight \( m(x_T^k) = \frac{1}{M_a} \), \( t = 1, \ldots, M_a \) at any discrete-time \( t \in \mathbb{N} \). The weight \( m(x_T^k) \) is assigned to each UAV point, describing the time-averaged behavior of the UAVs.

Similar to the weights for each UAV point, the weights are uniformly assigned to each sample point in the given reference distribution. Given \( N \in \mathbb{N} \) numbers of sample points, each sample point has an equal weight \( n_{t=1}(y_t) = \frac{1}{N} \) initially. Unlike the weight of UAV points \( m(x_T^k) \), the weights for sample points are time-dependent and decrease over time. This is because a sample point closely located to the UAV position can be considered as visited and hence, the sample point will lose its weight (priority) as the UAVs explore the given domain, which is reflected by the time-varying weight \( n_{t}(y_t) \). This weight change for the sample points depends on the weight update law, which will be explained later in detail.

Consider that there are \( n_a \in \mathbb{N} \) numbers of agents deployed for the wildlife monitoring. In the beginning (when \( t = 1 \)), all the UAV points \( \{x_{t=1}^k\}_{k=1}^{M_a} \) are accumulated at the current positions \( x_{t=1}^k \). The UAVs move to new locations \( x_{t=2}^k \) at the next discrete-time step \( t = 2 \) based on the proposed exploration strategy (which will be explained later in this section) and then, each of them leaves one particle at their previous locations \( x_{t=1}^k \) while taking all the remaining UAV points \( \{x_{t=1}^{k}\}_{k=1}^{M_a} \) with them to the new location \( x_{t=2}^k \). In this case, each of the previous UAV positions \( x_{t=1}^k \) has the weight of \( m(x_{t=1}^k) = \frac{1}{M_a} \) and the weight for each new UAV position \( m(x_{t=2}^k) = \frac{M_a-1}{M_a} \). The schematic for this concept is illustrated in Fig. 3.
Figure 3. Schematic of UAV points with their relative locations at different time steps for two agents. Initial points: \{x^k_{1,t}\}_{k=1}^2, past points: \{x^k_{1,T-1,1}\}_{k=1}^2, and current and future points: \{x^k_{T,M+1}\}_{k=1}^2. The following assumption is provided to generalize this policy on the UAV point update.

**Assumption 1.** Given the current UAV position of agent \( k \), \( x^k_{1,T} \) at any time \( T \in \mathbb{N} \), the weight \( m(x^k_t), t = 1, 2, \ldots, T - 1 \), for the past UAV points is evenly distributed by \( \frac{1}{M_a} \). The undetermined future UAV points \( \{x^k_{M+1}\}_{T+1}^{M+1} \) and the current UAV point of agent \( k \) are all accumulated in the current UAV position, \( x^k_{1,T} \), which has remaining weights \( \sum_{t=T}^{M_a} \left( \frac{1}{M_a} \right) = \frac{M_a-T+1}{M_a} \).

For notational ease, \( x^k_{1,T} \) will be replaced by \( x^k_T \) to indicate the position of agent \( k \) at time \( T \) when the meaning is clear. Next, we introduce the OT-based multi-UAV wildlife monitoring scheme under Assumption 1.

**4.1. Methodology: A Three-Stage Approach**

During the monitoring mission, each agent follows the three-stage approaches: the next goal point determination, the weight update, and the weight information exchange and update stage. Each stage is explained in detail as follows.

**4.1.1. Next goal point (\( g^k_{x^k_T+1} \)) determination stage**

Given that the agents are located at \( \{x^k_T\}_{k=1}^{M_a} \) at any discrete time step \( T \in \mathbb{N} \), the agents determine the next goal position for the next time step \( \{g^k_{x^k_T+1}\}_{k=1}^{M_a} \) as following. Each agent creates a circle with the center at the current agent location \( x^k_T \) and the initial radius \( r_0 \). The radius of the circle increases incrementally by a radius increment \( \delta \) until the agent finds \( h \) number of sample points within the circle. Then, the agent generates all possible trajectories connecting the sample points found in the circle, starting from the current agent position \( x^k_T \). To generate the possible trajectories, each agent creates its own tree structure representing all candidate trajectories formed by connecting the sample points in the circle starting from the current agent position \( x^k_T \). For \( h \) numbers of sample points within the search circle, a total of \( h! \) trajectories can be generated by each agent in the tree structure. A schematic for the process to determine one possible trajectory is illustrated in Fig. 4 (a) and the complete tree structure is presented in Fig. 4 (b) (in this case, \( h = 3 \)).

The sequence of sample points in \( l \)-th candidate trajectory can be denoted by \( \sigma^l_{i,j} \in \{1, 2, \ldots, h\} \), where \( j \) indicates the sample point index and \( l \in \{1, 2, \ldots, h!\} \) is an index that represents a specific candidate trajectory in the tree structure. In the illustrative
example provided in Fig. 4 (b), the sequence of sample points in the third trajectory (when \( l = 3 \)) is given by \( \{ \sigma^l_j \}^3_{j=1} = \{ y_2, y_1, y_3 \} \).

Once completed, the cost corresponding to each trajectory is calculated, where the cost function is defined to determine the local-optimal trajectory for the agent as follows.

\[
C^k(l) = \| y_{\sigma^l_1} - x^k_{T+1} \| n^k_T(y_{\sigma^l_1}) + \sum_{j=2}^{h} \| y_{\sigma^l_j} - y_{\sigma^l_{j-1}} \| n^k_T(y_{\sigma^l_j}),
\]

where \( y_{\sigma^l_j}, j = 1, \ldots, h \), denote the sample points found within the circle such that \( \sigma^l_j \neq \sigma^l_{j-1} \) and \( n^k_T(y_{\sigma^l_j}) \) is the weight information of the sample points located within the circle known to agent \( k \).

The cost function \( C^k(l) \) in (4) is defined in this way to ensure that each agent follows a trajectory with a shorter travel length in terms of the total Euclidean distance as well as that connects the sample points \( y_j \) with the high weights \( n^k_T(y_j) \) in the circle first in order to drive the agent towards high priority sample points.

Given the definition of the \( h \)-step trajectory from time \( T + 1 \) to \( T + h \) for agent \( k \), \( x^k_{T+1:T+h} := \{ x^k_{T+1}, x^k_{T+2}, \ldots, x^k_{T+h} \} \), the candidate trajectory for the agent \( \Sigma x^k_{T+1:T+h}(l) \), \( l = 1, 2, \ldots, h \), can be obtained from the tree structure. From the candidate trajectories, the \( h \)-step local-optimal trajectory \( \Sigma x^k_{T+1:T+h} \) is determined by

\[
\Sigma x^k_{T+1:T+h} = \{ c x^k_{T+1:T+h}(l^*) \} \quad l^* = \arg\min_l C^k(l)
\]

Each agent considers the first point of the \( h \)-step local-optimal trajectory \( \Sigma x^k_{T+1:T+h} \) as the next goal point \( \Sigma x^k_{T+1} \) in the next time step \( T + 1 \) and then, heads toward that location with the given UAV dynamics.

4.1.2. Weight update stage

After arriving at a new location \( x^k_{T+1} \), which may differ from the next goal point location \( \Sigma x^k_{T+1} \), the agents update their own weight information \( n^k_{T+1}(y_j) \) of the sample points \( y_j \) from the weight update law given by

\[
n^k_{T+1}(y_j) = n^k_T(y_j) - \pi^{k*}_{T+1}(y_j), \quad \forall j
\]
where \( \pi_{(T+1)}^{x_k} \) denotes the optimal transport plan for agent \( k \) at time \( T+1 \) depicting the weight distribution plan from the current agent position \( x_{T+1}^k \) to the sample points \( \{y_j\}_{j=1}^N \). The optimal transport plan can be obtained from the solution of the following LP problem.

\[
\begin{align*}
\text{minimize} & \quad \sum_j \pi_{(T+1)j}^k \| x_{T+1}^k - y_j \| \\
\text{subject to} & \quad \pi_{(T+1)j}^k \geq 0, \quad \sum_j \pi_{(T+1)j}^k = \frac{1}{M} \\
& \quad \pi_{(T+1)j}^k \leq \min \left( n_j^k(y_j), \frac{1}{M} \right), \quad \forall j.
\end{align*}
\]

(7)

The optimal solution \( \pi_{(T+1)j}^k \) for the LP problem (7) provides the information about how much weight should be distributed from \( \frac{1}{M} \) to the new agent \( k \) position \( x_{T+1}^k \) to the sample point weight \( n_j^k(y_j) \) for each sample point \( y_j \). Although all the new and future UAV points \( \{x_t\}_{t=T+1}^{M_2} \) are concentrated at the new agent position \( x_{T+1}^k \), agent \( k \) is allowed to distribute only the assigned weight \( \frac{1}{M} \) to the sample points \( \{y_j\}_{j=1}^N \). This is mainly because the future UAV points \( \{x_t\}_{t=T+1}^{M_2} \) are still undetermined and therefore, agent \( k \) can only distribute the weight for the future UAV points in the future time steps.

The first constraint in (7) ensures that the transport plan \( \pi_{(T+1)j} \) from \( x_{T+1}^k \) to \( \{y_j\}_{j=1}^N \) has a non-negative value. The second constraint is included to guarantee that the law of mass conservation is satisfied, meaning that the total weight distributed from the new agent position \( x_{T+1}^k \) for agent \( k \) and the weight received by the sample points \( \{y_j\}_{j=1}^N \), both must be the same. The last constraint guarantees that the transport plan \( \pi_{(T+1)j} \) should not exceed the maximum weight capacities of the sample points and the UAV point. After calculating the optimal solution \( \pi_{(T+1)j}^k \) of (7), the weight of the sample points is updated by agent \( k \) using (6).

Since the new UAV location \( x_{T+1}^k \) for agent \( k \) is a single point, the analytical solution for (7) can be obtained by the following proposition. The optimal solution for the LP problem (7) is obtained by repeating

\[
\pi_{(T+1)j}^k = \min \left( n_j^k(y_j), m(x_{T+1}^k) \right),
\]

where \( j^* = \arg \min_{j \in \{j| n_j^k(y_j) > 0\}} \| x_{T+1}^k - y_j \| \),

\[
m(x_{T+1}^k) = m(x_{T+1}^k) - \pi_{(T+1)j^*}^k
\]

\[
n_j^k(y_j) = n_j^k(y_j) - \pi_{(T+1)j^*}^k
\]

until \( m(x_{T+1}^k) \) becomes zero.

**Proof.** Given the new position of agent \( k \) at time \( T+1, x_{T+1}^k \), the optimal transport plan for agent \( k \) is to deliver the maximum permissible weight to the closest points with positive weights in order until the weight \( m(x_{T+1}^k) \) remains positive.  \( \Box \)

4.1.3. Weight information exchange and update stage

Once the weight update of the sample points is completed by all agents, this information is shared with the central agent that receives all information \( \{n_j^k(y_j)\}_{j=1}^N \) from agents and transmits the common value to them in every time step. The weight update process for the common weight \( n_T(y_j) \) is provided as follows:

\[
n_T(y_j) = \min(n_j^k(y_j)), \quad k = 1, 2, \ldots, n_a
\]

(8)
This common weight information is transmitted to all agents at each time step. By sharing the common weight information, each UAV can know which areas are already covered by other UAVs. Thus, the team of UAVs can explore the given spacious domain efficiently.

4.2. Algorithm

The formal algorithm of the OT-based multi-UAV exploration strategy is presented in Algorithm 1. At the beginning of the exploration, all parameters are initialized as in the first line of Algorithm 1. At any time \( T \leq M_d \), each agent creates a circle centered at the current UAV position \( x_T^k \) and increases the circle radius \( r \) by \( \delta \) until there are \( h \) number of sample points with positive weight in \( \mathcal{R}(x_T^k, r) \), which denotes the set of sample points located within the search circle centered at \( x_T^k \) and radius \( r \). Next, a tree structure is generated by each agent for all possible trajectories connecting the sample points with positive weight located in the search circle, starting from the current UAV position \( x_T^k \). Then, the cost for each trajectory is calculated from (4) and the next goal position \( s_{T+1}^k \) is determined using (5). Once the next goal point is determined, the agent heads towards its corresponding goal points using their motion controllers and moves to a new location \( u_T^k \). After reaching a new location, each agent distributes \( \frac{1}{M_a} \) amount to weight to the sample points \( \{y_j\}_{j=1}^N \) and updates the weight information \( n_T^k(y_j) \) using (6). Then, the central agent receives the updated individual weight information \( n_T^k(y_j) \) from other agents, updates the common weight information \( n_T^k(y_j) \) from (8), and transmits the common weight information to all agents. These procedures are performed in every time step \( T \) until the current time step \( T \) becomes \( M_d \).

5. Sample Point Generation and Propagation: Time-Varying Case

In the previous section, the OT-based multi-UAV exploration strategy is proposed for the time-invariant case, which is not appropriate for the animal herds wandering around their habitat. Therefore, the reference distribution (or the sample points) needs
to be time-varying as well to reflect the time-varying nature of the animal herd locations. This section will provide the method to generate and propagate the sample points. At any time \( T \), let \( Z = \{ z^T_q \}^G_{q=1} \) be the tracking information containing the locations of \( G \) numbers of tracked animals obtained by the GPS trackers. If the distance between any two tracked animals is within a specific distance given as a threshold, they are considered as the same herd. Otherwise, they will be members of different herds.

Since the animal herd locations are mostly unknown, clusters of sample points need to be assigned to the herds which are determined from the available tracking information. For the animal herd with tracked animals, its distribution is given as Gaussian distribution initially. The center of each distribution is assigned to the tracked animal locations in the herd. If more than one tracked animal is in the herd, the center of the corresponding Gaussian distribution is considered as the mean of the locations of the tracked animals. The covariance of the distribution is considered as a user-defined parameter.

The next step is to propagate the sample points for the estimation of the animal herds wandering around. To this end, the Correlated Random Walk model in (2) is employed to propagate each sample point, since the CRW model is associated with the drift of the animal herds. The variables \( u_{T+1}, r_{a,T+1}, \theta_{a,T+1} \) and \( v_{a,T+1} \) in (2) can be replaced by variables \( y_{j,T+1}, r_{j,T+1}, \theta_{j,T+1} \) and \( v_{j,T+1} \), followed by the sample point propagation based on (2).

The sample point propagation using the CRW model alone cannot improve the performance of the monitoring as it does not incorporate an estimation correction procedure if the agents detect any animals during the monitoring mission. Hence, the center of the sample points associated with the herd of the detected animal is relocated to \( z^T_{T+\tau} \) when an animal located at \( z^T_{T+\tau} \) is detected by the UAV at time \( T + \tau \), where \( \tau \) represents the time elapsed after the tracking information is received. After this relocation, the sample points in the distribution with the mean located at \( z^T_{T+\tau} \) continue propagating using (2). As the proposed method is for the centralized scheme, the sample point propagation, animal herd detection, and sample point correction are shared with all agents through communication and information sharing.

6. Other Exploration Strategy: Lawn Mower method

For the performance comparison purpose, we introduce another monitoring strategy - lawn mower exploration scheme, one of the most widely used methods to explore the given domain. A description of the lawn mower exploration method is provided below.

In the lawn mower monitoring strategy, a single or multiple agents are tasked with exploring an area of interest uniformly in a zigzag manner. For the wildlife monitoring application, the exploration area can be determined from the tracked animal information. If multiple agents are deployed for exploration, then the exploration area is divided equally between multiple agents for independent but balanced exploration. Each agent generates equally spaced horizontal and vertical line segments to create way-points and explores the assigned region uniformly as depicted in Fig. 5.

Fig. 5 (a) provides the conceptual drawing to show how the exploration area is determined and Fig. 5 (b) illustrates the way-point generation for the two-agent case. Given that \( G \in \mathbb{N} \) numbers of animals are being tracked and the locations of these animals \( \{ z^T_q \}^G_{q=1} \) at time \( T \) are known from the GPS trackers (presented as red triangle symbols in Fig. 5 (a)), the sets of x-coordinates and y-coordinates for these known animal locations are \( X_a = \{ x^1, x^2, \ldots, x^G \} \) and \( Y_a = \{ y^1, y^2, \ldots, y^G \} \), respectively. Then, the parameters \( X_{\text{min}}, Y_{\text{min}}, X_{\text{max}}, Y_{\text{max}} \) to determine the initial search area (rectangular area ABCD in Fig. 5 (a)) can be calculated by

\[
X_{\text{min}} = \min(X_a), \quad Y_{\text{min}} = \min(Y_a) \\
X_{\text{max}} = \max(X_a), \quad Y_{\text{max}} = \max(Y_a)
\]  

(9)
Figure 5. Schematic for the Lawn Mower exploration strategy with two agents

(a) Exploration area determination (b) Waypoint generation

where $X_{\text{min}}, X_{\text{max}} \in \mathbb{R}$ (or $Y_{\text{min}}, Y_{\text{max}} \in \mathbb{R}$) are the minimum and maximum x-coordinates (or y-coordinates) of the initial search area, respectively.

In practical scenarios, the base station for the team of UAVs may be located far away from the location of the detected animal herds by the GPS trackers. When the UAVs arrive at the last updated GPS locations, the animals may not be there anymore as they may have moved to another location. Thus, the monitoring domain should be expanded considering the time delay after dispatching a team of UAVs. The expansion will be given in both horizontal and vertical directions in an unbiased manner since the animal movement directions are completely unknown. The parameters $X'_{\text{min}}, Y'_{\text{min}}, X'_{\text{max}}, Y'_{\text{max}}$ for the expanded search area (rectangular area $A'B'C'D'$ in Fig. 5 (a)) can be calculated from

$$
X'_{\text{min}} = X_{\text{min}} - f_X (X_{\text{max}} - X_{\text{min}}) \\
Y'_{\text{min}} = Y_{\text{min}} - f_Y (Y_{\text{max}} - Y_{\text{min}}) \\
X'_{\text{max}} = X_{\text{max}} + f_X (X_{\text{max}} - X_{\text{min}}) \\
Y'_{\text{max}} = Y_{\text{max}} + f_Y (Y_{\text{max}} - Y_{\text{min}}),
$$

where $X'_{\text{min}}, X'_{\text{max}} \in \mathbb{R}$ (or $Y'_{\text{min}}, Y'_{\text{max}} \in \mathbb{R}$) denote the minimum and maximum value of the x-coordinates (or y-coordinates) of the expanded search area, respectively. Moreover, $f_X, f_Y \in \mathbb{R}$ are defined as the expansion factors in the horizontal and vertical directions, respectively.

Once the expanded search area is determined, the area is divided equally based on the number of agents $n_a \in \mathbb{N}$ as shown in Fig. 5 (b). The initial way-point for each agent can be determined recursively as follows:

$$
X^k_0 = \left[ X^{k-1}_0 + \frac{X'_{\text{max}} - X'_{\text{min}}}{n_a}, Y^k_{\text{min}} \right] \quad k = 1, 2, \ldots, n_a,
$$

where $X^{k-1}_0 \in \mathbb{R}$ is the x-coordinate of the initial position for $(k - 1)^{th}$ agent. For the first agent, $X^1_0 = X'_{\text{min}}$.

In this work, the total exploration area, which is the expanded search area, is partitioned vertically, meaning the range of the exploration region assigned to each agent in the vertical direction is the same as the range of the total exploration area in the same direction. Only the range of the exploration region assigned to each agent in the horizontal direction is limited, which varies from $X^k_0$ to $X^{k+1}_0$ for any agent $k$. For instance,
the exploration region for agent 1 is limited by \( x_0^1 \) to \( x_2^1 \) in the horizontal direction and \( Y_{\min}' \) to \( Y_{\max}' \) in the vertical direction and the rest of the area is assigned to agent 2.

Next, the way-points for each agent are provided in the following manner. The distance between two consecutive waypoints on the vertical line is given as \( d_w \) and the spacing between two adjacent vertical line is denoted by \( d_v \). The parameters \( d_w \) and \( d_v \) can vary to adjust how densely the total exploration area needs to be monitored.

7. Simulations

In this section, various simulation results are presented to validate the effectiveness of the proposed multi-UAV wildlife monitoring scheme. Two major factors considered as simulation parameters are the number of agents and exploration time (caused by energy limit). To compare the performance of the OT-based multi-UAV monitoring scheme with time-varying spatial distribution OT (TV-Gauss), two other exploration strategies are employed: Lawn Mower method with time-invariant uniform exploration, LM (TI-Uni), and OT-based multi-UAV monitoring strategy with time-invariant uniform distribution, OT (TI-Uni). For all simulation scenarios, the unicycle robot dynamics is considered for the UAV dynamics. A brief description of the unicycle robot dynamics is provided below.

7.1. Unicycle Robot Dynamics

Given the UAV located at \( x_T = [x_T, y_T]^T \) with \( x_T, y_T \in \mathbb{R} \) at any time \( T \in \mathbb{N} \), the UAV position for the next time step \( T + 1 \) is updated by using the following unicycle model:

\[
\begin{align*}
x_{T+1} &= x_T + v \cos(\theta_T + \omega \Delta t) \Delta t \\
y_{T+1} &= y_T + v \sin(\theta_T + \omega \Delta t) \Delta t \\
\theta_{T+1} &= \theta_T + \Delta \theta_T,
\end{align*}
\]

where \( v \) and \( \omega \) denote the linear and angular velocity of the UAV, respectively, \( \theta_T \) and \( \Delta \theta_T \), respectively, indicate the heading angle and change of the heading angle for the UAV, and \( \Delta t \) is the time interval between consecutive discrete-time steps.

From the current location \( x_T \) at time \( T \), if the next goal point is given by \( g x_{T+1} \), then the positional error is defined as \( x_e = g x_{T+1} - x_T \) and the required transnational velocity \( v \) to compensate the positional error can be determined by

\[
v = \frac{K_x \cdot x_e}{\Delta t},
\]

where \( K_x \) denotes the positional error gain.

Also, for the current heading angle error \( \theta_e = g \theta_{T+1} - \theta_T \), where \( g \theta_{T+1} = \arctan \left( \frac{g y_{T+1} - y_T}{g x_{T+1} - x_T} \right) \), the angular velocity \( \omega \) required for minimizing the heading angle error is obtained from the following equation.

\[
\omega = \frac{K_\theta \cdot \theta_e}{\Delta t}
\]

where \( K_\theta \) represents the angular error gain.

7.2. Variation in the Number of Agents

Since one of the parameters that significantly affect the monitoring performance (detection rate) is the number of agents, we test how the different number of UAVs results in the performance variation. The simulations were carried out considering the following scenarios:

- Exploration strategies: OT-based multi-UAV strategies with time-varying Gaussian (OT (TV-Gauss)) and time-invariant uniform (OT (TI-Uni)) distributions and Lawn Mower method with uniform distribution (LM (TI-Uni)))
Figure 6. Snapshots of different monitoring strategies for the 2-agent case: (a)-(c) OT (TV-Gauss); (d)-(f) LM (TI-Uni); (g)-(i) OT (TI-Uni). The negative time indicates the time to travel from the base station to the pre-specified location before the initiation of the monitoring mission. The monitoring mission starts at $T = 1$ second and continues until 900 seconds.
• No. of agents: 2, 3, 5
• No. of simulation runs for each case: 30
• Monitoring time: 900 seconds
• Time delay (traveling time from the base station to the monitoring area): 600 seconds
• No. of animal herds: 9

The time delay (or equivalently the traveling time) in this context indicates the total time for the UAVs to travel from the base station to the monitoring region. The UAVs are regarded as having a monitoring mission when they arrived at the predefined initial positions for the monitoring.

OT (TI-Uni) is implemented to compare the performance with the proposed scheme, OT (TV-Gauss). Similar to the Lawn Mower method, an initial rectangular exploration area for OT (TI-Uni) method is determined from the animal locations obtained from the GPS trackers by (9). Next, the total exploration area is determined using (10) from the initial search area. Then, this area is filled with randomly generated sample points with uniform distribution. Based on this uniform sample point representation, multiple UAVs carry out the monitoring mission using the three-stage approach. All agents explore the monitoring area as a team, unlike the Lawn Mower method, where each agent is assigned to a pre-partitioned monitoring area.

The initial animal herd center locations and the population of the herds are assumed to be identical for all scenarios, which are given as following:

<table>
<thead>
<tr>
<th>x (m)</th>
<th>300</th>
<th>800</th>
<th>400</th>
<th>750</th>
<th>150</th>
<th>0</th>
<th>500</th>
<th>700</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>y (m)</td>
<td>400</td>
<td>800</td>
<td>650</td>
<td>550</td>
<td>750</td>
<td>400</td>
<td>500</td>
<td>300</td>
<td>200</td>
</tr>
<tr>
<td>No. of animals</td>
<td>10</td>
<td>15</td>
<td>18</td>
<td>20</td>
<td>15</td>
<td>20</td>
<td>15</td>
<td>13</td>
<td>16</td>
</tr>
</tbody>
</table>

In every time step, the animal herd movements are simulated using the following distribution parameters:

- $r_{u,T+1}, r_{k,T+1} \sim \Gamma(\mu_\gamma = 0.4 \, m/s, \sigma_\gamma = 1 \, m/s)$
- $v_{u,T+1} \sim V(\mu_{vm} = 0, k_{vm} = 100)$
- $v_{k,T+1} \sim V(\mu_{vm} = 0, k_{vm} = 2)$
- $-90^\circ \leq v_{u,T+1} \leq 90^\circ$
- $\theta_{u,0} = v_{u,0} \sim V(\mu_{vm} = 0, k_{vm} = 0)$,

where the meaning of each symbol is given in Section 3.

Also, the initial agent positions for for LM (TI-Uni) are derived from (11) and the initial UAV positions for OT (TV-Gauss) and OT (TI-Uni) are given as:

<table>
<thead>
<tr>
<th></th>
<th>agent 1</th>
<th>agent 2</th>
<th>agent 3</th>
<th>agent 4</th>
<th>agent 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>x (m)</td>
<td>100</td>
<td>200</td>
<td>200</td>
<td>150</td>
<td>400</td>
</tr>
<tr>
<td>y (m)</td>
<td>400</td>
<td>600</td>
<td>150</td>
<td>400</td>
<td>750</td>
</tr>
</tbody>
</table>

The other simulation parameters for the proposed monitoring strategies are as follows.

- **Common parameters:**
  - Exploration domain size: $2500 \times 3000 \, m$
  - Maximum velocity of the UAVs: $30 \, m/s$
  - Minimum velocity of the UAVs: $10 \, m/s$
  - Angular velocity limit: $30 \, deg/s$
  - Positional error gain: $K_x = 0.4$
  - Angular error gain: $K_\theta = 1$
  - UAV sensor range to detect animals: $r_{sensing} = 15 \, m$
  - Discrete-time interval: $\Delta t = 1 \, second$

- **Parameters for OT (TV-Gauss):**
The spacing between adjacent vertical line segments $d_v$ for LM (TI-Uni) varies with the number of agents such that the agents can cover most of their assigned monitoring regions within the given amount of time for exploration. With a higher number of agents, the area can be monitored thoroughly and therefore, $d_v$ decreases.

The discrete-time interval $\Delta t$ is assumed to be 1 second for all simulation scenarios. Hence, 900 seconds exploration time corresponds to 900 robot steps for all exploration strategies, meaning that the robot positions are updated using the implemented unicycle robot dynamics in every second.

For OT (TI-Uni), the initial UAV positions, the number of sample points $N$, the total number of UAV steps for each agent for exploration $M_a$, $h$, $r_0$ and $\delta$ are the same as that for OT (TV-Gauss). Additionally, the parameters $f_X$, $f_Y$ to determine the monitoring area for OT (TI-Uni) is identical to $f_X$, $f_Y$ for LM (TI-Uni).

As the initially detected animal locations can be a critical factor affecting the performance (detection rate), a total of 30 simulations were carried out by randomly generating their detected locations in the beginning. The snapshots of one specific simulation for three different monitoring strategies are presented in Fig. 6 as examples. This result illustrates how different the UAV trajectories are from each other. The following scenario is considered for all the simulation cases. Among a total of 142 animals in 9 herds, only 9 animals are being tracked via the GPS trackers at time $T = -600$ (600 seconds before the start of the monitoring mission). Since these tracker locations are the only available information, it is unknown which animal belongs to which herd and how many animals are there in each herd. The received tracker information is presented in Table 1 for the OT (TV-Gauss) method in Fig. 6 (a)-(c)

For the OT (TV-Gauss) method, the estimated animal herd number and tracked animals that belong to each herd number are given in Table 2 according to the proposed policy in Section 5.

We generated more numbers of sample distributions than the estimated numbers of animal herds. This is mainly because each herd location is unknown to the UAVs when they've arrived at the monitoring region and thus, more sample distributions with the proposed sample propagation method can better estimate the possible location of animal herds. If animals are detected by the UAV, then the sample distribution is relocated (both mean and covariance of the Gaussian) for the correction. Based on the proposed scheme
Table 1: Tracking information for OT (TV-Gauss) in Fig. 6 (a)-(c)

<table>
<thead>
<tr>
<th>Animal</th>
<th>x (m)</th>
<th>y (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.5765</td>
<td>402.5960</td>
</tr>
<tr>
<td>2</td>
<td>402.1108</td>
<td>651.829</td>
</tr>
<tr>
<td>3</td>
<td>296.2186</td>
<td>398.9142</td>
</tr>
<tr>
<td>4</td>
<td>297.0975</td>
<td>396.1902</td>
</tr>
<tr>
<td>5</td>
<td>151.9045</td>
<td>747.7304</td>
</tr>
<tr>
<td>6</td>
<td>199.6510</td>
<td>205.1129</td>
</tr>
<tr>
<td>7</td>
<td>503.1622</td>
<td>496.3184</td>
</tr>
<tr>
<td>8</td>
<td>404.9208</td>
<td>648.3867</td>
</tr>
<tr>
<td>9</td>
<td>305.2823</td>
<td>403.5791</td>
</tr>
</tbody>
</table>

Table 2: Estimated herd center information for OT (TV-Gauss) in Fig. 6 (a)-(c)

<table>
<thead>
<tr>
<th>herd</th>
<th>Tracked animals</th>
<th>Estimated herd center (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3,4,9</td>
<td>299.5328, 399.5612</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>151.9045, 747.7304</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>-0.5765, 402.5960</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>503.1622, 496.3184</td>
</tr>
<tr>
<td>5</td>
<td>2,8</td>
<td>403.5158, 650.1079</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>199.6510, 205.1129</td>
</tr>
</tbody>
</table>

for the OT (TV-Gauss) in Fig. 6 (a)-(c), the UAVs detected total 53 animals out of 142 (detection rate: 37.32%). For LM (TI-Uni), a time-invariant rectangular monitoring area is obtained from (9) and (10) by using the tracker information similar to Table 1. The agents start the monitoring mission from the locations determined by (11) after a 600 seconds time delay. The agents explored their assigned areas in a zigzag manner and finished the exploration 900 seconds after the monitoring started. The detection rate for LM (TI-Uni) in Fig. 6 (d)-(f) was 10.56%. In the case of OT (TI-Uni), the detection rate in Fig. 6 (g)-(i) was 25.35%.

To better compare the performance of each method, the statistical results for 30 simulation runs are presented in Fig. 7, where the initial locations of detected animals were randomly generated in each run. Although it is observed that the performance of all the monitoring strategies has gradually improved by increasing the number of agents, the performance increase of LM (TI-Uni) and OT (TI-Uni) are less significant than OT (TV-Gauss). For all three scenarios in Fig. 7, the proposed method OT (TV-Gauss) outperformed the other two methods. Notice that for all three scenarios, the UAVs had the same energy level (or alternatively the same UAV points) in the beginning for the fair comparison, however, the detection rate for the OT (TV-Gauss) method significantly overwhelmed the other two. Thus, it is verified that the proposed method is able to efficiently monitor wildlife as the scheme can take into account the time-varying nature of wildlife locations in the monitoring plan and explore areas accordingly.

7.3. Variation in Exploration Time

In order to investigate the effect of exploration time on the performance, other simulations were conducted with the following scenarios.

- Exploration strategies: OT (TV-Gauss), OT (TI-Uni), LM (TI-Uni)
- No. of simulation runs: 30
- Exploration times: 900, 1800, 3600 seconds
- No. of UAVs: 3
- Time delay: 600 seconds

The initial UAV positions for OT (TV-Gauss) and OT (TI-Uni) are given as

Other simulation parameters are the same as the previous case except
Figure 7. Statistical data for the performance comparison among OT (TV-Gauss), OT (TI-Uni), and LM (TI-Uni) with the variation in the number of UAVs: (a) $n_a = 2$; (b) $n_a = 3$; and (c) $n_a = 5$. Mean values for the boxplots are indicated by the asterisk symbols.

Figure 8. Snapshots of different monitoring strategies when the exploration time is given by 1800 seconds: (a)-(c) OT (TV-Gauss); (d)-(f) LM (TI-Uni); (g)-(i) OT (TI-Uni). The negative time indicates the time to travel from the base station to the pre-specified location before the initiation of the monitoring mission. The monitoring mission starts at $T = 1$ second and continues until 1800 seconds.
• Common parameters:
  – Exploration domain size:
    | Exploration time (seconds) | 900 | 1800 | 3600 |
    | Domain size (m$^2$)        | 2500×2500 | 3000×4000 | 7000×7000 |
  – Discrete-time interval: $\Delta t = 1$ second
• Parameters for OT (TV-Gauss):
  – Maximum number of UAV steps for each agent for exploration: $M_a = 900, 1800, 3600$
• Parameters for LM (TI-Uni)
  – Expansion factors:
    | Exploration time (seconds) | 900 | 1800 | 3600 |
    | $f_X, f_Y$                 | 1   | 0.7  | 0.5  |
  – Spacing between adjacent vertical lines, $d_v$:
    | Exploration time (seconds) | 900 | 1800 | 3600 |
    | $d_v$ (m)                  | 70  | 90   | 200   |

The parameters $f_X, f_Y$ and $d_v$ for LM (TI-Uni) are adjusted for different exploration time for the UAVs to explore most of the regions within the corresponding exploration time.

The snapshots of one simulation result when the exploration time is 1800 seconds with a time delay of 600 seconds are provided in Fig. 8, to illustrate the UAV trajectories for each case.

Similar to the simulation for the variation in the number of agents, there are total of 9 tracked animals and 12 Gaussian sample point distributions are generated at the estimated herd centers and then, propagated in every time step. If an animal is detected by the UAV, a sample distribution is assigned to the detected animal herd and the center of that distribution is relocated to the detected animal’s location. For OT (TV-Gauss) in Fig. 8 (a)-(c), the three UAVs detected a total of 93 animals out of 142 (detection rate: 65.49%), whereas the detection rate for LM (TI-Uni) and OT (TI-Uni) were 28.87% and 10.56%, respectively.

The statistical data for a total of 30 simulation runs are presented in Fig. 9 for three different exploration times (900, 1800, and 3600 seconds). Increasing the exploration time resulted in the decrease of the average detection rate for all monitoring strategies, which is because the domain size has increased as well with the exploration time increase. From Fig. 9, it is clearly shown that OT (TV-Gauss) outperforms the other two strategies, where the time-varying scenarios cannot be incorporated. As a result, their animal detection rates are quite low compared to the proposed scheme, OT (TV-Gauss), which demonstrates the effectiveness of the proposed method for the wildlife monitoring mission.

8. Conclusion

In this paper, a new wildlife monitoring strategy was proposed using a team of UAVs based on the optimal transport theory. The proposed works can incorporate complementary information such as GPS trackers into the plan, to increase the wildlife detection rate. Through the OT-based wildlife monitoring scheme, the UAV trajectories
were generated enabling UAVs to collaboratively monitor the wildlife with a given priority. Moreover, the spatio-temporal evolution of animals’ locations was combined with the proposed monitoring scheme, leading to an increase in the wildlife detection rate. Numerous simulations were conducted with variation in the number of UAVs and exploration time while randomly generating the animal locations to validate the proposed method. The statistical data for numerous different scenarios demonstrated that the proposed wildlife monitoring scheme can result in high performance in terms of detection rate.
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