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Abstract: Smart city infrastructure has a significant impact on improving the quality of humans1

life. However, a substantial increase in the urban population from the last few years is posing2

challenges related to resource management, safety, and security. In order to ensure the safe mobility3

and security in the smart city environment, this paper proposes a novel Artificial Intelligence4

(AI) based approach empowering the authorities to better visualize the threats and to help them5

identifying the highly-reported crime zones yielding a greater predictability of crime hot-spots6

in a smart city. To this end, it first investigates the Hierarchical Density-Based Spatial Clustering of7

Applications with Noise (HDBSCAN) to detect the hot-spots that have a higher risk of crimes to8

be committed. Second, for crime prediction, Seasonal Auto-Regressive Integrated Moving Average9

(SARIMA) exploited in each dense crime region to predict the number of crimes in future with10

spatial and temporal information. The proposed HDBSCAN and SARIMA based crime prediction11

model is evaluated on ten years of crime data (2008-2017) for New York City (NYC). The accuracy12

of the model is measured by considering different time period scenarios i.e. (a) year-wise, i.e., for13

each year and (b) for whole period of ten years, using 80:20 ratio where 80% data was used for14

training and 20% data was used for testing. The proposed approach outperform with an average15

Mean Absolute Error (MAE) of 11.47.16

Keywords: Citizen Security; Smart Cities; Crime Prediction; Artificial Intelligence; Safe City17

1. Introduction18

The primary objective of the smart city is to improve the quality of life in the19

city by efficient utilization of the city resources. The unprecedented transformation20

of urban areas has a significant effect on the social and economic development of the21

cities [1]. Because of technological advancements, smart cities infrastructure has been22

introduced that mainly focus on the quality of citizen life, better management of urban23

population issues, and sustainability in every aspect of their life [2,3]. Smart cities have24

empowered human life by exploiting technology to address socio-economic challenges25

such as education, health, transportation, economy, and public safety. However, the26

increased population in cities is posing challenges such as resource planning, public27

safety, and an enormous amount of data generated from sensors, cameras and, tracking28

devices [4].29

To achieve smart city goals, collaboration is required among researchers, technology30

developers, government officials, industry, and citizen to present and develop ideas to31

cope with smart city challenges. One of the crucial challenges is to provide a secure and32
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safe environment [5]. The availability of the enormous amount of data from the past few33

years has motivated the researchers to pursue research in the area of crime and criminal34

investigations by studying the crime trends and patterns and trying to make effective35

policies for better and peaceful communities [6,7].36

Crime is a disorder in behavior, and it is a complex phenomenon of multiple37

dimensions closely associated with different diverse factors such as spatial, temporal,38

societal and ecological.Considering the crime trends and patterns of society is a critical39

issue while making decisions to relocate to a new city or avoid travelling to locations and40

places that have safety issues [8]. Based on historical data, forecasting crimes has been a41

subject of interest which gained much attention in research, hence resulted in proposing42

the significant number of different methods for the discovery of diverse aspects related43

to crime prediction [9].44

For analyzing the data of crime to find the information regarding different per-45

spectives of a crime event being occurred, data mining techniques have been proposed46

[10] e.g. association rule mining [11], classification [12], and clustering [13].Among47

other challenges being faced due to growth in urbanization, crime spikes with respect48

to seasonality is becoming a challenging and significant social problem [14]. Figure 149

shows the crime spikes over the years in the city of New York [15].50

Figure 1. Crime Spikes Over the years in NYC.

In order to over come the crime spiking, effective policies needs to be in place. For51

this purpose, predictive policing is the one of the first which is based on using statistical52

predictions and techniques to analyze the likely future crime scenes or number of53

crimes [16].Higher crime rates increased complexities, which led to the new technologies54

helping police to analyze and understand crime trends and patterns [17]. Hence, there is55

a dire need to identify the areas which pose greater crime threats than other regions. In56

this regard, mapping of crime dense areas has emerged as a sublime analytical method57

for the identification of areas with greater crime risk for efficient and effective allocation58

of police resources [18].59

Because of the exponential growth in data, it requires sufficient resources to process60

and get the required results. Therefore, among other goals, one of the main task was61

to utilize such clustering algorithm which requires less resources as compared to the62

baseline study [17] which used Density Based Spatial Clustering of Applications with63

Noise (DBSCAN). Specifically, our study aims to contribute towards achieving the64

following goals.65

1. Given a raw dataset, perform pre-processing techniques to convert it into a form so66

that the models for hot-spot detection and crime prediction can be applied on it.67
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2. From the processed dataset, detect a set of dense crime regions where each region68

is a spatial area where events of criminal activity have occurred with density higher69

than other locations.70

3. Predict number of crimes in each dense crime region at a given timestamp.71

The rest of paper is organized as follows: Section 2 discuss previously available72

literature on spatio-temporal crime hot-spot detection and crime prediction. Section 373

presents the proposed method and discuss in detail about the dataset being used in this74

paper and section 4.3 and 4.4 focuses on the detection of crime hot-spots and prediction75

of crimes respectively. While findings are concluded in section 6.76

2. Related Work77

Using different methods based on statistics for the purpose of identifying the likely78

locations or targets where crimes are likely to be occurred in order to prevent them is79

known as predictive policing [16]. On the basis of information extracted from those80

statistical methods, police may be enabled to design and monitor efficient patrolling81

strategies with the minimum resources available to them. Different "state-of-the-art"82

approaches have discovered different features which were static in nature,only including83

information which is historical [19], information related to geography and regarding84

demographics [20] in crime event prediction. This section focuses on the most significant85

research work done in crime hot-spot detection and prediction.86

2.1. Spatio-Temporal Crime Hot-Spot Detection87

Crime rates can vary according to geographic location, some locations can be88

identified as low and high risk areas. The trends of crimes can change with seasonal89

patterns and time of the year as well. Performing analysis with respect to their spatial90

properties has grown in the last decade. In this regard, analyzing crime hot-spots is91

an important and popular approach [21], [22], [23], [24]. It is evident from the studies92

that some locations have greater perception of crimes than the actual risk level [25].93

Researches have been dedicated enough in the past years to provide suitable measures94

that could lead to the prevention and hence reduction of crimes. In this regard, Adelson95

et al. [26] proposed MLP, KNN, and Random forest based method for crime hotspot96

detection for achieving smart city goal of public safety in Natal city of Brazil. Sankar97

and Gopi [27] exploited deep learning for improving accuracy and time complexity in98

crime hotspot detection. To evaluate the algorithm crime data from 2010 to 2018 of Los99

Angeles, California was collected from police records. Experimental results show that100

deep learning based approach can significantly improves the crime hotspot detection101

accuracy.102

Shino and Narushige [28] proposed a network-based approach to detect crime103

hotspots at street level. The algorithm was evaluated on robbery, burglary, and drug104

data of Chicago. Empirical analysis shows the effectiveness of the method in capturing105

detailed information of different types of crimes. Cheng et al. [29] applied FP-Growth106

algorithm to discover abnormalities in purchasing, buying, and travelling behaviour of107

criminals. Later, the DBSCAN algorithm is applied to detect dense crime regions using108

generated associated rules. The algorithm showed promising results with an accuracy109

of 73.9 %. Ravi and Bharti [30] present a detailed analysis on big data approaches for110

crime hotspot analysis and proposed an algorithm for crime prediction. They used111

Naive Bayes classifier for crime prediction and criminal identification on Cheltenham,112

United Kingdom crime data collected from police data portal. The algorithm can provide113

significant trends and patterns of crimes to police forces.114

Yiqun and Shashi [31] highlighted theoretical limitations of existing crime hotspot115

detection approaches and proposed a robust Non-deterministic Normalization (NN)116

Scan Statistic algorithm for hotspot detection. It was achieved by presenting a novel117

Dynamic Linear Approximation algorithm which can significantly improve the com-118

putational complexity problem. The enhanced NN-Scan evaluated on crime data of119
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Minneapolis, USA collected from City police. Experimental results showed the effective-120

ness of the algorithm as compared to state-of-the-art techniques.121

[32] proposed a spatio-temporal ordinary kriging model which used not only122

minimal features like location of crime, its time and type, but also their correlation123

to predict future crime locations as well, which helped improve the accuracy . To124

apply this model, crime dataset from Philadelphia from January 2011 to December 2016125

was used. The proposed method achieved 90.52% sensitivity and 88.63% specificity.126

The summary of the techniques previously proposed by different authors on hot-spot127

detection techniques is mentioned in table 1.128

Table 1: Spatio-Temporal Crime Hot-Spot Detection Techniques.

Study Method Data Finding
[33] Hot Spots prediction

model based on mixed
spatial-temporal charac-
teristics

Data of Main city zone
of Nanchang ranging
from 2014 to 2015

Optimal performance
can be achieved by
the prediction model
if crime statistics are
conducted on weekly
basis

[34] Spatio-Temporal Neural
Network

Call for service data pro-
vided by Portland, Ore-
gon Police Bureau for
March 2012 through the
end of December 2016

81.50% Accuracy

[35] Kernel Density Estima-
tion (KDE)

Crimes occurred in
Manila, Philippines
from the year 2012 to
2016

Criminal activities in
Manila are at peak
around 8:00 PM to 4:00
AM

[36] spatio-temporal kernel
density estimation
(STKDE)

Data of residential bur-
glaries in Baton Rouge,
Louisiana in 2011

Southwest area of Baton
Rogue is identified as
the high-risk area

[32] Spatio-temporal Ordi-
nary Kriging

Crime dataset of
Philadelphia from Jan-
uary 2011 to December
2016

90.52% Sensitivity

[17] DBSCAN Crimes Dataset of New
York city and Chicago

Crime dense regions are
discovered

2.2. Spatio-Temporal Crime Prediction129

With the aim of preventing crimes to happen in future, number of methodologies130

have been proposed in the last few years, with the goal of providing efficient and131

effective law enforcement agencies’ resources allocation [37–39]. Jason and Anthony132

[40] present a correlative analysis on the disastrous pandemics such as Spanish flu and133

Covid-19 and its effect on a country’s economy and unemployment. They find a strong134

correlation between unemployment and crime. The authors proposed an ARIMA based135

crime forecasting model to predict the next six months of crime in Queensland, Australia.136

Violent crime data of March 2020 collected from the Queensland police department137

during the smart lock down. Violent crimes data consists of assaults, domestic violence,138

and sexual offense. Experimental results showed 95% confidence value in determining139

possible crimes across Queensland.140

Sohrab et al. [45] proposed a supervised learning-based crime prediction algorithm141

using spatial and temporal information of the crime. Decision tree and K-Nearest neigh-142

bor algorithms have been used to train the crime prediction model. Moreover, Random143

Forest and AdaBoost algorithms are used to improve crime prediction accuracy. The144
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Table 2: Spatio-Temporal Crime Prediction Techniques.

Study Method Data Finding
[41] Probabilistic Model Crime records ranging

from June 2013 to
May 2014 in Dhaka,
Bangladesh

79.24% sensitivity

[19] Cluster - Confidence -
Rate - Boosting (CCR-
Boost)

Ranging from January
2006 to December 2009,
From a Police depart-
ment in a city from
northeastern, US

80% Accuracy

[42] GA-BP neural network
model

Crimes that occurred
from 2008 to 2012, at city
in South China

The accuracy results is
based on the accuracy of
input data

[35] Naive Bayes Gun shooting crimes in-
curred from the year
2012 to 2016 in Manila

77.78% Accuracy

[43] Autoregressive Inte-
grated Moving Average
model (ARIMA)

Daily police data pro-
vided by the Public Se-
curity Bureau (PSB) of a
city in China

Prediction results meet
the expected require-
ments and are more ac-
curate

[44] Random Forest, Neural
Network, SVM, Logistic
Regression Model

The crime event records
of Queensland, Aus-
tralia from 01/2013 to
09/2013 and New York
City from March, 2012
to February, 2013

With the inclusion of dy-
namic features across di-
verse types of criminal
events, crime prediction
performance can be sig-
nificantly improved

[17] Seasonal ARIMA Crimes Dataset of New
York city and Chicago

Average MAE is 27.03
for dense crime regions

algorithm was evaluated on 12 years of crime data of San Francisco and outperformed145

as compared to state-of-the-art techniques.146

[43] implemented Auto Regressive Integrated Moving Average (ARIMA) model on147

daily police data provided by the Public Security Bureau (PSB) of a city in China. The148

prediction results met the expected requirements and were more accurate. [44] used149

Random Forests, Neural Network, SVM, Logistic Regression Model on the crime events150

recorded in Queensland, Australia from 01/2013 to 09/2013 and New York City from151

March, 2012 to February, 2013. It was concluded that with the inclusion of dynamic152

features across diverse types of criminal events, crime prediction performance can be153

significantly improved. The summary of the techniques previously proposed by different154

authors on hot-spot detection techniques is mentioned in table 2.155

3. Proposed Crime Prediction Methodology156

Studies show that incidents of criminal events is not equally distributed within a157

city [17]. Because of the unequal distribution of crimes, it can be considered as a location-158

oriented feature as some places can exhibit greater risk of crime to be committed than159

others [46]. Crime rates can change with respect to the geographic location of the area.160

Hence, resources allocation, by law enforcement agencies to counter crimes, proportional161

to the number of crimes being committed in certain areas, can be a challenging task if162

the locations with high risk areas are unknown. Therefore, an accurate model needs to163

be able to detect crime hot-spots and effectively forecast crimes with respect to time and164

location.165

In this section, we have explained in detail the proposed crime hot-spot detection166

and prediction methodology and the number of steps required to perform to be able to167
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STEP	1 STEP	2

Raw Crime Data Apply Pre-Processing Techniques Processed Data Apply Clustering Algorithm

Dense Crime Regions

STEP	3

Spatial Data SplittingCrime Data for Each Hot-spot

STEP	4

Apply Forecasting Algorithm

Crime Prediction for Each Hot-spot

Figure 2. Steps of Spatio-Temporal Crime Prediction.

detect hot-spots and forecast number of crimes. The proposed model is based on the168

number of steps depicted in Figure 2.169

The model consists of 4 steps as mentioned in figure 2. After the data is acquired170

from [15], as it is in raw form, Step 1 is aimed towards converting it in processed form.171

The details of pre-processing techniques applied on the data are mentioned in section 4.2.172

In order to perform the required calculations, data needs to be in processed form. Details173

of pre-processing are discussed in section 4.2. To detect dense crime regions the goal of174

Step 2 is to discover crime hot-spots by applying clustering algorithm. Step 3 is used175

to perform splitting of crime data for each hot-spot. In Step 4, forecasting algorithm is176

applied to detect number of crimes for each hot-spot.177

3.1. The Algorithm178

As the work to be done in this study is based on two tasks, (1) Detect the crime179

dense regions (2) Forecast the number of crimes in each crime dense region. Therefore,180

to perform these two tasks, the proposed algorithm is a combination of two different181

algorithms (first to detect regions where crime density is greater, second to predict182

number of crimes in each dense region). The pseudo-code of the “Spatio-Temporal Hot-183

Spot Detection and Crime Prediction algorithm (STHDCP)" is depicted in Algorithm 1.184

As discussed in the aforementioned steps of proposed model, crime hot-spots needs185

to be detected to perform the time series analysis. For that, clustering is performed and186

in each cluster time-series forecasting model is applied for prediction of crimes. Figure187

2 depicts the processes of the proposed model of this study. For the "detection of crime188

dense regions" from the dataset the aim is to discover the areas where the occurrences189

or frequency of crime is greater than other adjacent areas, and they are to be discover190

automatically without a-priorily defining division in areas. This task can be modeled191

as a geo-spatial clustering instance, using clustering algorithm, which in this study192

is HDBSCAN, that processes spatial data after it has been filtered with respect to its193

temporal characteristics. The final output of these process is K number of clusters which194

corresponds to a dense crime region.195

As this study is using HDBSCAN, which doesn’t need a-priori information regard-196

ing number of clusters to be detected, rather, it is done automatically depending on the197

density of data points. The algorithm further consists the steps required to perform198

"spatial data splitting" of the original crime data, depending on the number of clusters199

found using the clustering model in the previous steps. In other words, data points200

which points to crime events are occurred belonging to the dataset, allocated to the ith201
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Algorithm 1: Spatio-Temporal Hot-Spot Detection and Crime Prediction
Input: Raw Crime Dataset (RCD)

Output: HS = {HS1, ..., HSK}: a set of K hot-spots;

CP = {CP1, ..., CPK}: a set of K crime predictions for each hot-spot;

Method:

STEP 1: Execute DataPreProcessing(RCD) method to handle missing values and

remove outliers from the targeted variables to get Processed Data (PD);

STEP 2: Execute DiscoverHotSpots(PD) method to getHS = {HS1, ..., HSK};

STEP 3: Execute SpatialDataSplitting(PD,HS) to get SDS = {SDS l
1 , . . . ,SDS l

K }:

a set of K crime data for each hot-spot with spatial information;

STEP 4:

while (for each k = 1, . . . , K) do
CPi ← DiscoverCrimePredictor(SDS l

i );

CP ← CP ∪ CPi;
end

return {HS , CP};

cluster are converted in a time series and gathered in the ith output dataset, for i = 1, ...,K.202

The idea behind this step is to allocate the details of crimes belonging to each cluster, and203

partitioning them accordingly. The output of this step is K different time series datasets,204

each one containing the time series of crimes occurred in its associated dense region.205

Next step is aimed at "extracting a specific crime prediction model for each crime dense region",206

analyzing the data of crime split in the previous step.207

3.2. Detection of Crime Dense Region208

The "DiscoverHotSpots()" method (Algorithm 1) performs clustering with respect209

to its spatial factor and each discovered cluster is a dense crime region. This step in210

this study is performed by applying HDBSCAN [47], which is an extended version of211

DBSCAN developed by [48]. It is extended by converting DBSCAN into a hierarchical212

clustering algorithm by extracting a flat clustering based in the stability of clusters.213

Both algorithms have the minimum number of samples parameter which is the214

neighbor threshold for a record to become a core point. DBSCAN has the parameter215

epsilon, which is the radius those neighbors have to be in for the core to form. HDBSCAN216

has the parameter minimum cluster size, which is how big a cluster needs to be in order217

to form. This is more intuitive than epsilon because you probably have an idea of how218

big your clusters need to be to make actionable decisions on them. The absence of epsilon219

value in HDBSCAN gives it the freedom to discover the number of clusters of diverse220

densities and be more robust to parameter selection, as compared to DBSCAN which221

falls short of varying densities.222

Considering the advantages that come with hierarchical clustering, another cluster-223

ing algorithm was considered i.e. Hierarchical Agglomerative Clustering (HAC), but it224

was not suitable for this study because it has a time complexity of O(n3) and it requires225

O(n2) memory. However, to test the performance of algorithm, it was applied initially on226

10k data with an interval of 10k. However, in comparison with HDBSCAN, clustering227

calculations by HAC were performed up to 55k data points only by consuming almost228

108 seconds and utilizing maximum 23 GB of RAM. Whereas, HDBSCAN performed229
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Figure 3. Time Taken by HAC and HDBSCAN to perform Clustering

calculations on 100k data points in less than 8 seconds. The results are shown in Figure230

3.231

Due to the intense memory and time requirements, and specifically, HAC is not a232

density based algorithm therefore it was not chosen for this study and instead HDBSCAN233

was used.234

3.3. Extracting Spatio-Temporal Crime Predictors235

Given a specific dense crime region, the DiscoverCrimePredictor() method which is236

mentioned in Algorithm 1 discovers a forecasting model to predict the number of crimes237

that will happen in its specific area. In our implementation, this has been performed238

by the "Seasonal AutoRegressive Integrated Moving Average" model (Seasonal ARIMA,239

or SARIMA) [49]. Which can be defined as a combination of auto-regression, moving240

average and difference modeling along with seasonality. Briefly, having the time series241

{yt: t = 1...n}, where yt is the the value of the time series at the timestamp t, an ARIMA242

p, d, q model can be written as mentioned in (1) below.243

yt
(d) = c + φ1yt-1

(d) + ... + φpyt-p
(d) + θ1et-1 + ... + θqet-q + et (1)

244

where c is a correcting factor, φ1, . . . ,φp are the regression coefficients of the245

auto-regressive part, θ1, . . . ,θq are the regression coefficient of the moving average part,246

yt-1, . . . ,yt-p, et-1, . . . , yt-q are lagged values of yt and lagged errors (p+q predictors),247

and et is white noise and takes into account the forecast error. In this study, Seasonal248

ARIMA model is exploited, which is an extension of classical ARIMA.249

Considering the seasonal spikes in the data, i.e. the number of crimes can grow250

significantly in certain time of the year. Therefore, to cope with the seasonal element,251

Seasonal ARIMA model is build by including seasonal terms in ARIMA model. In the252

final formula of SARIMA, the additional seasonal terms are simply multiplied with the253

non-seasonal terms. A Seasonal ARIMA model is referred as ARIMA(p,d,q)(P,D,Q)m,254

where m is a periodicity factor, (p,d,q) and (P,D,Q) are the orders of the auto-regressive,255

differencing and the moving average part for the non-seasonal and seasonal model,256

respectively [49]. The problem with ARIMA is that if data is non-stationary, and possess257

clear trends then it requires a lot of differencing to make it stationary and that might258
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Table 3: New York City’s Five Boroughs.

Jurisdiction Land Area Density
Square Miles Square KM Persons/Sq. Mi Persons/km2

The Bronx 42.10 109.04 34,653 13,231
Brooklyn 70.82 183.42 37,137 14,649
Manhattan 22.83 59.13 72,033 27,826
Queens 108.53 281.09 21,460 8,354
Staten Island 58.37 151.18 8,112 3,132
Total 302.64 783.83 28,188 10,947

be the reason that the seasonal spikes get ignored and it may gives undesired results.259

Hence, to deal with the seasonal element of the data, ARIMA is not suitable approach.260

Moreover, it is evident from the results extracted by [50], that to perform time series261

forecasting, ARIMA performs better than state of the art Machine Learning algorithms262

like SVM, RNN, KNN, and LSTM etc for time-series forecasting. And because the data263

has seasonal dips in it, that is why, SARIMA was applied on the dataset.264

4. Experimental Evaluation265

For the evaluation regarding efficiency and effectiveness of the proposed model, it266

was applied on the dataset acquired from [15]. The details of the dataset are discussed in267

the section .268

4.1. Experimental Dataset269

The data that we used to train the models and perform the experimental evaluation270

for New York City is housed on [15], a publicly available resource managed by the271

Mayors Office of Data Analytics (MODA) and the Department of Information Technology272

and Telecommunications (DoITT). The foucs of this study are all five boroughs of NYC273

i.e. (1) The Bronx (2) Brooklyn (3) Manhattan (4) Queens (5) Staten Island.274

These regions are one of the most dense urban areas in the world, growing in terms275

of population, business and patterns of mobility. The total area of these Boroughs is276

783.83 KM2. Their details in terms of land area and density of the population as per277

land area are mentioned in table 3 below which are extracted from [51]. As per the278

information extracted from [51], Queens is the borough with the largest Land area with279

281 square KM whereas Manhattan is the most densely populated borough with 72,033280

persons per square miles. The dataset contains the information regarding all crimes that281

were reported in these borough starting from year 01-01-2008 to 31-12-2017.282

The dataset1 contains 4,952,699 rows representing the number of crimes occurred283

over the years in different locations. Whereas the average number of crimes recorded in284

a week are 10,318. The size of data size is approximately 2GB. Since Manhattan is the285

most densely populated borough among all five, hence it can be assumed and proved286

from Figure 4 that it is also the most dense region for crimes. The density of the crimes287

in all five boroughs is shown in Figure 4.288

The density map in the Figure 4 indicates the crime density of regions, where289

some regions have very low density of crimes while some areas possess greater density290

because of the greater number of crime occurrences in the past. Starting from blue and291

going towards red, the colors depicts the density of crime from low to highest dense292

regions where number of crimes are greater than the other regions. And red, being293

the most dense regions, can be considered for efficient and effective police resource294

allocation region to control criminal activities there. The crimes frequency distribution295

1 https://data.cityofnewyork.us/Public-Safety/NYPD-Complaint-Data-Historic/qgea-i56i/data
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Figure 4. Crime Density in the Boroughs of NYC.
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Figure 5. Number of Crimes Distribution by Quarter, Month and Week

per quarter, month and week for each year is shown in Figure 5 to better understand the296

trends of crimes every year.297

4.2. Pre-Processing of Dataset298

Pre-processing is a method of cleaning data to remove noise, handle missing values299

and deal with outliers i.e. the values that don’t comply with normal distribution of300

values. These tasks are performed on the data to make it ready for further processing301

because to get accurate and better results, data must be cleaned before performing302

additional calculations. In this study, we have performed the following steps of pre-303

processing on our data to make it ready for further processing. (a) Data Formatting (b)304

Removing the outliers (c) Attribute Selection (d) Handling Missing Values. The data305

being used in this study was taken from [15], consisting of multiple attributes of diverse306

data types. The main focus of this study was to use the attributes i.e. CMPLNT_FR_DT307

(Date at which crime was reported), Latitude and Longitude to detect crime dense areas308

and to perform forecasting in those areas.309

The date is ranged from 01-01-2008 to 31-12-2017 Latitude and Longitude coor-310

dinates for NYC are: 40.730610, -74.4. First of all, the datatype of CMPLNT_FR_DT311

was string in the dataset, which had to be converted into Date to perform time series312

calculations. From Pandas library of Python, "to_datetime" was used to convert the313

data from string to Date data type. Afterwards, the outliers in Latitude and Longitude314

attributes were detected and removed. For example, the Latitude values >= 41.0 and315

Longitude values <= -74.5 were removed to comply with the normal distribution of316

values, i.e. representing locations of NYC. Figure 6 depicts the distribution of data points317

as the Latitudes and Longitudes with outliers.318

The Figure 6 depicts the uneven distribution of coordinates because of the outliers.319

Considering the actual range of coordinates, the data was sorted and the outliers were320
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Figure 6. Latitude and Longitude with Outliers.

Figure 7. Latitude and Longitude without Outliers.

removed which did not belong to the mentioned range. Figure 7 depicts the distribution321

of data points as the coordinates without outliers.322

To perform clustering, there must not be any missing values in the data, therefore,323

to handle the missing values in Latitude and Longitude, FillByMean method was used324

which computes the mean of all values and fill the missing values with that mean which325

is a reasonable approach considering that the mean will always belong from the range of326

those values, which were already normalized considering the removal of outliers.327

4.3. Detecting Crime Hot-Spots from Dataset328

As discussed in 3.2, the prior need to mention the number of clusters before the329

formation of clusters can be a major problem especially when you don’t have prior330

knowledge how many number of clusters should you be looking for. Hence, there’s a331

strong need of being able to calculate K number of clusters depending on the number332

of crimes or density of crimes in an area. As this study used HDBSCAN which auto-333

matically forms the number of cluster using the density of data points. The parameters334

which were used in HDBSCAN are min_cluster_size which is an intuitive parameter335

to select, it is the smallest size grouping that is wished to be consider to form a cluster,336

this study used 20000 as min_cluster_size. min_samples is another parameter which337

provides a measure of how conservative you want clustering to be. The larger the value,338

the more conservative the clustering is. The value of min_samples was 50 in this study339

and distance metric was euclidean.340
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Figure 8. Crime Dense Regions in NYC Discovered using Euclidean Distance.
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Figure 9. Crimes Frequency Distribution for DCR1, DCR2, and DCR3

Crime dense regions of years 2008 to 2017, discovered using HDSCAN algorithm341

are shown in Figure 8. Different colors are representing different crime dense regions.342

Algorithm discovered 5 different crime regions clearly visible through different colors.343

Black color represents noise which will be ignored.344

From top three dense regions, following information in Figure 9 was extracted345

which shows the crime frequency distribution for each year. The Figure shows that346

crime frequency is gradually declining towards the end of 2017. Furthermore, it can be347

understood that DCR 3 is the most dense regions as the total number of crimes reported348

in this region were 2,390,751. Whereas, the total number of crimes reported in DCR1 and349

DCR2 were 232,328 and 1,045,887 respectively.350

The information in Figure 9 shows the number of crimes reported in years 2008-2017.351

However, after detecting the dense crime regions as shown in Figure 8, their density is352

shown in figures 10 for DCR1, DCR2, and DCR3 for each year respectively. For each353

year, the density of all dense crime regions, is highlighted in the figures. The level of354

density is represented in the bar using the count of crime for each year. Based on the355

clusters formed, top three dense crime regions are shown in the figures with the location356

and density of crimes in those regions. One of the main contributions of this paper was357

to detect those regions, hence patrolling and other efficient strategies can be developed358

on the basis of this information leading towards possible significant drop in number of359

crimes. It is to be noted that as previously stated, not all locations possess same amount360

of danger or number of crimes, it is different for each location.361

It is evident from the figures that DCR3 is the most dense crime region among those362

three.363

4.4. Training and Evaluating the Regressive Crime Models364

Among the number of crime dense regions extracted in section 4.3, top three dense365

crime regions are selected to predict the number of crimes in those regions. Crime366

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 8 February 2021                   doi:10.20944/preprints202102.0172.v1

https://doi.org/10.20944/preprints202102.0172.v1


Version February 5, 2021 submitted to Sensors 13 of 19

Figure 10. Crime Density of DCR1, DCR2, and DCR3 respectively.

regressive models have been extracted for years starting from 2008 till 2017 for each year,367

then for all years for all boroughs in the dataset.368

The evaluation of the regressive functions trained and tested by 80:20 for the dataset369

of New York City. 80% data was used for training, and 20% data used for testing of the370

regressive functions for all years mentioned in the table. For those years, the significant371

trend in the crime count DCR1, DCR2, and DCR3 is shown in Figure 11.372

For DCR1, DCR2, and DCR3 for years 2008-2017, following results were extracted373

from the data set which are shown in the Figure 12 for DCR1, DCR2 and DCR3 respec-374

tively. The figures shows the forecasting values among the actual values.375

The blue line represents the actual number of crimes in each year, whereas, the376

orange line in front of blue lines, represents the predicted number of crimes.377

To better understand the forecasting results, plot diagnostics were applied on the378

model used for all three dense crime regions. There are four key parameters in the379

diagnostic which defines the quality of results.380

1. Standard Residuals: There are no obvious patterns in the residuals381

2. Histogram Plus KDE Estimate:The KDE curve should be very similar to the nor-382

mal distribution383

3. Normal Q-Q: Most of the data points should lie on the straight line384

4. Correlogram: 95% of correlations for lag greater than one should not be significant385

The diagnostics of the results depicted in Figure 12 are shown in Figure 13.386

As per the four parameters to evaluate the diagnostics results and shown in the387

images above, it can be concluded from the results in figures for years 2008-2017, DCR1388

is the region that showed better forecasting performance and the difference between389

predicted and actual values is minimum compared to other crime dense regions. Whereas390

the KDE curve is very similar to the normal distribution, most of the data points are391

lying on the straight line and correlations for lag greater than are not significant. To392

evaluate the performance of forecasting on the dataset, Mean Absolute Error (MAE),393

Mean Absolute Percentage Error (MAPE), Mean Error (ME), and Root Mean Square Error394
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Figure 11. Crime Count over the Years for DCR1, DCR2, DCR3 respectively

Figure 12. Crime Forecasting for DCR1, DCR2, DCR3 respectively
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Figure 13. Results’ Diagnostics of DCR1 Years 08-17.

(RMSE) have been used. The error values are calculated by comparing the predicted395

values with the actual values using testing and training data with 80-20 ratio i.e. 80%396

training and 20% testing data. The results achieved by applying the proposed model on397

the dataset, are shown in Figure 14.398

It can be understood from the figures that DCR1 secured better results than other399

regions whereas DCR2 and DCR3 performed less better than DCR1. It can be due to400

the fact that among these three regions, DCR1 is the smallest with 232,328 number of401

crimes as mentioned in 4.3. Therefore, it can be understood that regions where number402

of crimes is lower than other, can give better results of forecasting in terms of error403

values used in this study to evaluate the results.404

5. Comparative Analysis405

To make our results more accurate and authentic, a comparative analysis is per-406

formed in this study with the results achieved by [17] by using DBSCAN for clustering.407

The comparison of the results of both studies is shown in Figure 15. The models which408

were used as an input for crime regressive models were different in both studies, more-409

over, their forecasting was based on weekly trends hence the value of m was 52. While410

in this study, as evident from Figure 5, the trend of crime was not non-stationary weekly,411

whereas a clear decline in number of crimes can be seen monthly as compared to weekly412

and quarterly distribution. Therefore, the value of m was 12 which represents the twelve413

months in a year.414

Furthermore, the results achieved by [17] represents the results of year 2014-2016415

only, whereas this study represents detailed analysis of years 2008 to 2017. In both416

studies, the results are depicted for each crime dense region for every year. However, for417

comparative analysis for both studies, the results are shown for common years only and418

for all four error measuring parameters, their average is used to compare the results.419

It can be concluded from the results that the average performance of the model420

used in this study extracted better results than extracted by [17]. It is evident from the421

result that the result of three error evaluation metrics i.e. MAE, MAPE, and RMSE for422
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Figure 14. Forecasting Error Values

Figure 15. Comparison of Forecasting Error Values
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Figure 16. Comparison of Forecasting Error Values

this study is better than the comparative study. Only ME score for DCR2 and DCR3 of423

comparative study is better than this study’s result. This study extracted forecasting424

results for years 2008-2017 for top three crime dense regions which is more than the425

competitor’s study.426

Moreover, the results of this study are compared for extraction of crime predictors.427

Specifically, a comparative analysis of the results achieved using SARIMA in this study,428

is performed against the result extracted by classical regression algorithms such as429

Random Forest [52], REPTree [53], and ZeroR[54] which is shown in Figure 16.430

To perform the comparison of the results between this study’s and the aforemen-431

tioned technologies, the performance of predicting number of crimes in top three crime432

dense regions was evaluated on the dataset used in this study. For each algorithm, results433

were extracted using suitable and accurate input parameters to get the best results the al-434

gorithm could offer. To compare the results, error evaluation metric MAE is used for two435

year ahead crime predictions using data of 8 years for training. Figure 16 summarizes436

the comparison’ results and we can see that SARIMA results are generally better than437

others. This is to be noted that the comparison was performed on the same dataset and438

using the same timeline. Therefore, the window of comparison is same. These results439

confirm the appropriateness of the autoregressive model and its good performance in440

the crime prediction domain.441

Hence, it can be concluded from the results depicted in the tables and figures above442

that the proposed model used in this study achieved better results than other studies443

mentioned in the literature.444

6. Conclusion445

One of the crucial challenges of smart city infrastructure is to provide a reliable446

and secure environment that is addressed by detecting crime hot-spots and predicting447

number of crimes in them. This information can be helpful for concerned stake-holders448

in providing a safe environment for a smart city’ citizen. Because of the constant growth449

in data for smart cities, managing and utilizing the computational resources can be a450

challenging task. This paper proposed a cost-efficient and effective approach to perform451

the aforementioned tasks. The results were evaluated on a dataset of ten years of452

crimes reports.The experimental results show that the proposed system outperformed as453

compared to state-of-the-art systems with average Mean Absolute Error (MAE) of 11.47.454

In the future, we aim to improve the proposed model by exploiting transfer learning.455

In this approach, the knowledge of an already learned crime prediction model is utilized456

to solve a related region crimes which can improve the performance and cost of learning.457

The clustering ensemble can also be used in the future for a more accurate and robust458

crime detection and prediction model.459
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