Understanding the challenges and uncertainties of seroprevalence studies for SARS-CoV-2
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Abstract

SARS-CoV-2 continues to widely circulate in populations globally. Underdetection is acknowledged and is problematic when attempting to capture the true prevalence. Seroprevalence studies, where blood samples from a population sample are tested for SARS-CoV-2 antibodies that react to the SARS-CoV-2 virus, are a common method for estimating the proportion of people previously infected with the virus in a given population. However, obtaining reliable estimates from seroprevalence studies is challenging for a number of reasons, and the uncertainty in the results is often overlooked by scientists, policy makers and the media. This paper reviews the methodological issues that arise in designing these studies, and the main sources of uncertainty that affect the results. We discuss the choice of study population, recruitment of subjects, uncertainty surrounding the accuracy of antibody tests themselves, and the relationship between antibodies and infection over time. Understanding these issues can help the reader to interpret and critically evaluate the results of seroprevalence studies.
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Introduction

The SARS-CoV-2 virus is likely to be circulating in populations since December 2019 with the currently known first case recorded in Wuhan in China. Despite worldwide attempts at suppression, and in some countries eradication, the virus continues to circulate and in many countries it is unclear to what extent. However many publications have indicated that it is circulating to a wider extent than the case incidence report1–3.

Estimating the true number of people who have previously been infected with SARS-CoV-2 will enable scientists and policy-makers to understand how the virus spreads in various settings; to estimate the proportion of people infected who will need hospital care and/or ICU admission, and thus plan for further outbreaks; and to evaluate the effectiveness of restrictions aimed at curbing the spread of the virus. The quantification of those who have been exposed to infection is ideally done via direct testing for presence of the virus. However, this is dependent on capturing those
cases while a person is shedding virus. An alternative method is estimating the exposure of the virus via the presence of antibodies.

One approach to doing this is to carry out ‘seroprevalence’ (or ‘antibody’) studies, which are used to estimate the proportion of people who have SARS-CoV-2 antibodies in their blood. Seroprevalence studies have been the subject of much recent attention, however estimates of total case numbers arising from these studies can be highly uncertain. Overlooking the uncertainties and limitations of these studies can lead to a flawed understanding of the disease and its spread, and subsequently, poor policy decisions. The purpose of this article is to give an informal explanation of some of the main sources of uncertainty and areas of misunderstanding that can arise in such studies.

The problem with confirmed cases

As of the 27th November 2020, there were a total of 71,493 confirmed cases of COVID-19 in Ireland. There is good reason to believe that the true number of those who have been infected is considerably higher than this, as outlined in Figure 1. Many of those who were infected were not tested at all, particularly in the earlier stages of the epidemic in Ireland, when testing was largely restricted to those showing two or more ‘typical’ symptoms, healthcare workers, and high-risk groups. While testing is more widespread now, it is still likely that some mild or asymptomatic infections remain undiagnosed. Additionally, the tests used to detect active infection are not perfect – according to one study, a currently infected person has at most a 67% chance of correctly testing positive (this figure can be much lower, depending on the length of time since exposure). This means that many infected people are recorded as testing negative and are not counted in the confirmed cases figures. While false positives (uninfected people testing positive) can also occur, these are likely to have a negligible impact by comparison. As a result, confirmed cases almost certainly underestimate total infection numbers to varying degrees around the world.

![Figure 1: Total COVID-19 Cases in Republic of Ireland as of 27th November 2020. Official COVID-19 case numbers (HPSC 27th November 2020) are based on positive tests only (a small number of which may be false positives). The true number infections also includes an unknown number of people who were either never tested, or else falsely tested negative.](https://example.com)

What is a seroprevalence study?
When infected with SARS-CoV-2, a person’s immune system produces antibodies to fight the virus, which, in the majority of cases, become detectable typically within 14 to 21 days of infection and remain detectable for at least several months afterwards. There are a number of tests available to detect the presence of SARS-CoV-2 antibodies in a recovered patient’s blood. By carrying out antibody tests on a group of people, we can determine who has been previously infected. These tests enable us to carry out studies to estimate seroprevalence in a population, that is, the proportion of people with SARS-CoV-2 antibodies in their blood, and thus estimate the total number of previous infections.

Many antibody studies have been carried out around the world. While the results have varied considerably between studies and locations, they have consistently indicated that the true number of people previously infected is considerably higher than the official number of confirmed cases. For example, since June 2020 the HSE’s Health Protection Surveillance Centre (HSPC) has been carrying out a seroprevalence study (SCOPI) in Ireland. Preliminary results published in August 2020 estimated that 1.7% of the population aged 12-69 years in Ireland had previously been infected, corresponding to 59,500 total infections, which was approximately 3 times higher than the total number of confirmed cases in this age bracket at the time.

Unless we test everybody in the population, using a perfect (i.e. 100% accurate) test, we cannot calculate seroprevalence exactly: we can only estimate it alongside the associated uncertainty. Some of this uncertainty can be quantified, and this is usually presented (in the form of ‘confidence intervals,’ which we discuss later) in the results. For example, the SCOPI study suggested that a range of 1.1% to 2.4% seroprevalence in Ireland was plausible, corresponding to between 39,800 and 85,200 infections in this age group. However, confidence intervals like this capture some but not all of the uncertainty in the study results, and it can therefore be challenging for the non-expert to make sense of these figures. In what follows, we discuss some of the major sources of this uncertainty: issues around whom we include and exclude from the study, how we recruit participants, the role of random chance, and the limitations of antibody tests themselves. Understanding these issues can help the reader to avoid drawing misleading conclusions.

**Populations and generalization – Seroprevalence among whom?**

In a seroprevalence study, the group of people among whom we are trying to estimate prevalence of specific antibodies is called the population. Population could mean many things in this context: the Irish population as a whole, healthcare workers in Leinster, nursing home residents in Cork, etc. One of the easiest ways to draw flawed conclusions from a study is by incorrectly generalizing the results beyond the group of interest. The population is typically much larger than the group of people that we actually test.

For example, the SCOPI study enrolled people aged 12-69. It may be tempting to conclude that the prevalence of past SARS-CoV-2 infection in the over 70s will be similar to that in the study population, however, there are a number of reasons why this may not be the case. For example, the government’s cocooning advice may have reduced infection rates in this age group, while on the other hand, it is likely that hospital and nursing home outbreaks disproportionately affected the over 70s. Similarly, seroprevalence studies carried out in England, Scotland, the Netherlands among many others use samples collected from blood donors. Many people with long term medical conditions are not eligible to donate blood and thus would not be included. Moreover, even among those who are eligible to donate blood, those who actually do donate may differ in important ways from those who do not - perhaps healthcare workers are more likely to donate blood, or maybe blood donors typically follow social distancing guidance more than the average person. It is not
immediately obvious whether or not donors will be more or less likely to have been exposed than the general population.

The extent to which this matters depends on how we intend to use the results: for example, given that the majority of COVID-19 deaths in Ireland occurred in the over 70s age group, it would be unwise to draw any firm conclusions about the overall infection fatality ratio (IFR) in Ireland from the SCOPI study (though it could be used to estimate the IFR among the under 70s). In general, it is essential for the reader to be aware of the population in which a seroprevalence has been carried out, as this is often more restrictive than we would like. While it may be case that seroprevalence is indeed similar in groups outside the study population (e.g. in the over 70s or among non-blood donors respectively, in the two examples just discussed), drawing such a conclusion requires making assumptions, which represent an additional source of uncertainty that cannot be easily measured. The plausibility of these assumptions should be assessed using qualitative judgement and external information if possible.

**Selecting good samples**

Typically, we cannot test everybody in a given population (except in cases where the population is small and easily identified, such as the residents of a specific nursing home). Instead, we select a sample of people to test, and based on the results, try to infer the prevalence in the population as a whole. However, we can only do this in a meaningful way if the sample is representative of the wider population, in terms of characteristics that affect the likelihood of having been previously infected.

As an example, imagine that we selected a sample of the population that was predominantly female (Sample 1 in Figure 2). While there may be no biological reason to suggest that either men or women are more or less likely to be infected (although there is some evidence that men are more likely to experience severe disease), the prevalence of SARS-CoV-2 in a sample like this could differ from the general population for any number of reasons. For instance, it is quite plausible that workers in sectors that are predominantly female (e.g. healthcare) face a higher risk of being infected than the workforce at large. If these workers are over-represented in the sample, then the prevalence of SARS-CoV-2 may be over-estimated by this study. By contrast, in a sample with approximately equal numbers of male and female subjects (Sample 2 in Figure 2), this issue does not arise, and seroprevalence in the sample is much more likely to be close to the true (population) value.
Figure 2: Importance of representative sampling. In this population, the rate of prior infection is higher among females. As a result, Sample 1, which is predominantly female, overestimates the prevalence of prior infection among the wider population. By contrast the prevalence in Sample 2, which contains approximately equal numbers of male and female subjects, is much closer to that of the wider population.

There are many less obvious ways in which sample selection can introduce bias into prevalence estimates. For example an early antibody study in Santa Clara, California recruited participants using targeted Facebook ads. This could be a source of bias if Facebook users differ systematically from the population as a whole, and in ways that affect the likelihood of COVID-19 exposure; age profile for example. Other studies have enrolled participants outside shopping centres. This approach can be better, provided that these areas cover a broad spectrum of the population in terms of age, sex, socioeconomic status and other factors. When studies are carried out with the involvement of government agencies, it is often possible to select a representative sample of the population from an official ‘list’ such as the electoral register or similar, and inviting those selected to participate. For example, the REACT study in England selected participants at random from the NHS patient list, which contains everybody registered with a GP in England. Having an (almost) complete list like this from which to choose a sample is ideal, as it is much less likely to systematically exclude any large groups of the population, though this option is not always available to the study investigators.

Irrespective of who we invite to participate in a study, it will not necessarily be the case that all of those selected will agree to participate. This raises an important question – do the infection rates differ among those who agreed to participate and those who did not? For example, in some studies participants are informed of their antibody test results afterwards: it is possible that those who have recently experienced flu-like symptoms would be more likely to seek a test, compared with others in the population who had not. More generally, agreement to participate in a study could be influenced by a number of factors that in turn are related to the likelihood of previous exposure: socioeconomic status, trust in government or the medical profession, and many others.
Some of these challenges in sample recruitment can be accounted for in the study design, however, many cannot. In this case, the usual approach is to carry out an adjustment on the results, in order to reflect what would be obtained from a sample that ‘looks like’ the population of interest in terms of pre-determined characteristics (age, employment status, employment sector, living arrangements and so on). There are a number of methods for doing this, and many well-designed studies will carry out some form of adjustment. However, this is not easy to do well: the reliability of the results depends on choosing appropriate factors to adjust for.

Ultimately, sample selection is a key challenge that affects nearly all seroprevalence studies – if the sample differs from the wider population in ways that affect the likelihood of exposure to the virus, then the estimated seroprevalence may be unreliable.

Uncertainty from sampling

No matter how carefully we choose our sample, it is unlikely that the prevalence of past infection among those sampled will be exactly the same as that of the wider population – some variation is inevitable due to random chance. Imagine that the true prevalence of past SARS-CoV-2 infection in the population is 5%, and that we randomly selected a sample of 100 people from the population. We would not be hugely surprised if the number of people in the sample previously infected were not exactly 5. It is easy to imagine such a sample containing 1, 3, 10, maybe even 12, simply due to chance. Thus in a seroprevalence study of only 100 people, we could quite easily obtain very inaccurate estimates of say 1% or 12%, from which we could draw misleading conclusions.

In a much larger sample of say 100,000 people, we still wouldn’t expect exactly 5,000 (5%) of them to have been previously infected: however, finding as few as 1,000 or as many as 12,000 would be extremely unlikely. As sample size increases, estimates that are very wrong due to chance become less likely, and thus we can be more confident that our results are close to the true value - provided the sample has been selected appropriately. In fact, based on the sample size, we can measure uncertainty due to random variation: we can calculate how far away the estimate (i.e. the prevalence in the sample) could reasonably be from the true value (the prevalence in the wider population), subject to an acceptable level of uncertainty.

To describe this, results of seroprevalence studies consist of two elements:

- a **point-estimate**, i.e. a single ‘central’ or ‘most-likely’ value for the percentage of people who are estimated to have been previously infected.
- an **interval-estimate**, or a range of values surrounding the point estimate. This could be called a confidence/credible/uncertainty interval (the differences between these are quite technical and will not be discussed here). They represent the range in which we expect the ‘true’ value of prevalence to lie, with a reasonable degree of certainty, and we consider values outside this interval to be unlikely. Thus a wider interval suggests a greater degree of uncertainty compared with a narrow one.
Figure 3: Point- and interval estimates of seroprevalence from two studies, SCOPI in Ireland and REACT2 in England. Based on a sample of 913 people in Dublin the SCOPI study estimated seroprevalence at 3.1%. The corresponding interval estimate indicates that the true value of seroprevalence in the wider population in Dublin is likely to lie between 2.1% and 4.5%. By contrast the REACT2 study in England enrolled a large number of participants (ca. 100k), and thus the corresponding confidence interval for seroprevalence is narrow - greater sample sizes give more precise estimates (provided they are indeed representative of the population).

Figure 3 shows some examples of point and interval estimates of prevalence obtained from two different studies, SCOPI in Ireland and REACT2 in England. Readers will sometimes focus on the point estimate, and ignore the width of the corresponding interval estimate, and media coverage of these studies typically reflects this. This can be a mistake, particularly when intervals are wide, as other values of prevalence (other than that given by the point estimate) may be likely. For example in Figure 3, the upper end of the interval estimate for seroprevalence in Sligo (1.4%) is seven times higher than that of the lower estimate (0.2%); we can conclude that seroprevalence in Sligo was likely quite low (below 1.5%) but not zero, though we cannot be much more precise than this. It is always better to focus on the ‘plausible range’ of prevalence values implied by a study, rather than focusing on the point estimate alone.

Confidence intervals account for uncertainty due to random variation, such as the difference in prevalence between the sample measured and the wider population. As such, studies enrolling larger numbers of people will result in less uncertainty, i.e. narrower intervals. However, it is equally important to note that not all sources of uncertainty will be captured in these interval estimates. For example, if the sample of people that we have recruited is not representative of the wider population to begin with (and we do not adjust it accordingly), then the true population prevalence could still be quite far outside the interval.

The limitations of antibody tests
Like all medical tests, no SARS-CoV-2 antibody test is 100% accurate. There are two different ways in which we want an antibody test to be accurate: those who have been previously infected should test positive, and those who have never been infected should test negative. As such, test accuracy is usually described in terms of two separate measurements (Figure 4):

- **Sensitivity**: the proportion of previously infected people who will correctly test positive
- **Specificity**: the proportion of never-infected people who will correctly test negative.

![Figure 4: Sensitivity and Specificity of a Sars-Cov-2 antibody test. In a sample of previously infected people, some will correctly test positive (true positives) while others will incorrectly test negative (false negatives) – sensitivity refers to the proportion of previously infected people who correctly test positive. Similarly, never-infected people may correctly test negative (true negatives), or incorrectly test positive (false positives) – specificity is the proportion of never-infected people who correctly test negative.](image)

Consider a hypothetical SARS-CoV-2 antibody test that has 80% sensitivity and 94% specificity. This means that

- If we test 100 people who have all previously been infected, we expect 80 of them to test positive
- If we test 100 people who have never been infected, we expect 94 of them to test negative.

To see why this matters we imagine an antibody study of 1,000 people, 50 of whom (5%) have previously been infected with SARS-CoV-2. We use this same test with 80% sensitivity and 94% specificity. The results are broken down in Figure 5. One aspect jumps out: there are more false positives than true positives, and estimated prevalence (9.7%) is considerably higher than true prevalence (5%). This occurs because:

- Of the 50 people who have been infected, 40 correctly test positive (80% sensitivity)
- Of the 950 people who have not been infected, 893 correctly test negative (94% specificity), and thus 57 test positive.

Adding these together we see that 97 people in total test positive, while the study contained 50 true cases - thus our estimate is almost twice the true value.
The outcome of testing 1,000 people, 50 of whom have previously been infected, using an antibody test with 80% sensitivity and 94% specificity. The true prevalence is thus 5% (50 out of 1000), while the apparent prevalence, i.e. the proportion of tests that give a positive result, is 9.7%.

The magnitude of how far the estimated seroprevalence will be from the true prevalence depends not only on the test, but also on the true prevalence in the population. Table 1 shows the results obtained using the same test as before on a sample of 1,000 people. If the true prevalence is 2%, a study like this gives an estimated prevalence of 7.5% which is almost 4 times higher – an overestimation of this magnitude can lead us to very misleading conclusions. On the other hand, if the true prevalence is 20%, the test performs much better, with an estimate of 20.8% prevalence, which may well be ‘close enough’ for many purposes. These examples show that test accuracy can potentially make a big difference to the estimated prevalence numbers and lead to very misleading results in some cases. These issues should not be overlooked when studying the spread of infection and developing related policy – for example, the potential impact of imperfect test accuracy on estimated seroprevalence should be explored, particularly in cases where the results are surprising.

Table 1: Two examples of estimated seroprevalence using a test with sensitivity 80% and specificity 94%.

<table>
<thead>
<tr>
<th>Example 1: true prevalence 2%</th>
<th>Example 2: true prevalence 20%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Negative</strong></td>
<td><strong>Positive</strong></td>
</tr>
<tr>
<td><strong>Never infected</strong></td>
<td>921</td>
</tr>
<tr>
<td><strong>Previously Infected</strong></td>
<td>4</td>
</tr>
<tr>
<td><strong>Total:</strong></td>
<td>925</td>
</tr>
</tbody>
</table>
Challenges when correcting for imperfect test performance

When faced with imperfect tests in seroprevalence studies, we have two options:

- Accept that this is a limitation of the study, and that the true prevalence might therefore differ from what was estimated in the study. In this case, we are estimating the proportion of the population who would test positive, using the same test.
- Try to adjust or correct the results to account for imperfect test accuracy (i.e. attempt to subtract the false positives and add the false negatives). In this case, we are estimating the proportion of the population who have SARS-CoV-2 antibodies in their blood.

For example, in a study of healthy blood donors in England, unadjusted seroprevalence at the end of September 2020 was estimated at 5.7% (with a confidence interval of 5.2% to 6.3%), while adjusting for sensitivity and specificity gave an estimate of 6.1% (confidence interval 5.4% to 6.8%).

The second approach seems preferable, as it aims to adjust for the problems caused by imperfect test performance and estimate the true quantity of interest – the prevalence of antibodies. Accounting for this uncertainty typically results in wider interval estimates. The main reason for this is that we do not know the ‘true’ values of sensitivity and specificity for the antibody test that we are using. These quantities also need to be estimated using appropriately designed studies, which again come with all the challenges of sample selection, and the uncertainty arising from random variation. On top of this, test accuracy will almost certainly vary between studies due to differences in populations (factors such as age, disease severity, time since infection can affect test accuracy), and again, simply due to chance.

Figure 6 shows estimated sensitivity and specificity, together with associated confidence intervals for three commercially available tests, taken from the U.S. Food & Drug Administration website. It is worth pointing out that a recent review of studies evaluating antibody tests noted that many of them were of low quality, and therefore it is quite possible that the intervals in Figure 6 actually underestimate uncertainty. To account for this we have also included a fourth (hypothetical) test with lower sensitivity and specificity, for illustrative purposes.
Figure 6: Estimated sensitivity and specificity of four different antibody tests. Tests A, B and C are based on data presented on the US Food and Drug Administration website (for three different commercially available tests), Test D is for illustrative purposes. Estimated sensitivity and specificity for Test A are both high, with a high degree of certainty (i.e. narrow interval estimates). For Tests B and C, estimated sensitivity and specificity are more uncertain, while for Test D these values are definitely lower.

Studies carried out using highly accurate tests (i.e. those with point-estimates of sensitivity and specificity near 100%, and narrow interval estimates for these values) will give the most precise estimates of seroprevalence in the population, compared to those using antibody tests with low or uncertain estimates of sensitivity and specificity. These factors limit how precisely we can estimate true seroprevalence in the population and can vary considerably between tests. Figure 7 illustrates how this occurs by plotting the results of 10,000 ‘simulated’ (i.e. random, computer generated) studies carried out using different antibody tests. In each simulation, we pick a random sample of 2500 from a very large population, in which the true seroprevalence is 10%, and test them using Tests A, B, C and D from Figure 6. We then ‘correct’ the results to account for sensitivity and specificity and estimate the seroprevalence. The prevalence of antibodies in each sample differs randomly from that of the true population, as do estimated sensitivity and specificity, to account for what would happen in real-life.

The graphs show the distribution or ‘spread’ of the results from these simulated studies and illustrate how much these typically differ from the true prevalence of 10%. In each plot, the horizontal axis represents the estimated prevalence, after adjusting for test sensitivity and specificity. The height of the bars represents the number of simulated studies resulting in that particular estimate: thus if the bars are clustered close together, the corresponding test is likely to give very precise estimates of seroprevalence that are close to the true value of 10%. These estimates are centered around the true value of 10% no matter which test we use. However, those for Test A are typically much closer to the true value than any of the other tests; this reflects the fact that Test A is both more accurate (i.e. sensitivity and specificity are closer to 100%), and also that we are more certain about these values (see Figure 6). Note that with Test D, even though we have very precise estimates of sensitivity and specificity, these values are quite low: as a result, estimates of seroprevalence are quite variable.
Figure 7: Estimates of seroprevalence from 10,000 simulated studies, using different antibody tests and adjusting results for imperfect sensitivity and specificity. Each simulation selects a random sample of 2500 participants from a population with an overall prevalence of 10%. The extent to which estimated prevalence differs from true prevalence on average depends on the test used - lower and/or more uncertain values of sensitivity and specificity result in more uncertain estimates of prevalence.

What all of this means is that while we can correct seroprevalence results to account for test accuracy, doing so involves incorporating additional uncertainties, which results in wider confidence intervals, i.e. less precise estimates. As a result, the precision with which we can estimate true seroprevalence is limited by the sensitivity and specificity of the antibody tests used in the study, as well as the extent of our existing knowledge about these values.

Antibodies, infection, and immunity

In many studies, the presence of specific antibodies is assumed to be a reasonable marker of previous SARS-CoV-2 infection. However, there are questions about the long-term persistence of antibodies in the blood of recovered COVID-19 patients, with some studies reporting that antibodies decrease to undetectable levels over time\textsuperscript{21,22} (particularly among mild and asymptomatic patients), though other studies have shown the opposite\textsuperscript{9}. This suggests that seroprevalence surveys will do a better job at identifying recent infections than those that occurred earlier in time but will inevitably ‘miss’ an unknown proportion of cases. Similarly, the relationship between antibodies and immunity remains unclear: it is not known whether or not the presence of SARS-CoV-2 antibodies indicates immunity, nor whether the absence of antibodies is evidence of no immunity.

This highlights a clear limitation of using seroprevalence studies as way of counting the total number of previous infections in a population: those without antibodies will not be counted. Using these studies to measure the extent of immunity within the population also requires making assumptions that we cannot yet verify. Despite these issues, seroprevalence studies are still usually the best approach to estimate previous infections and current levels of population immunity. However, it is important to remember that antibodies are only one part of the picture, and should be used together with other external information, such as confirmed cases, deaths, and infectious disease models, to better understand the disease.
Conclusion

Estimating the number of previous SARS-CoV-2 infections in a given population is important for understanding the nature of the disease and its transmission, as well as the effectiveness of strategies used to control it. While seroprevalence studies are a well-established approach to doing this, there are many challenges in estimating this number accurately, and any such estimate will be uncertain (though to what extent can vary considerably between studies). Indeed, the issues discussed in this article are not unique to seroprevalence studies, and can arise in any scientific study where we recruit a sample of people in order to estimate something in a wider population. Generally, interval estimates such as confidence intervals allow us to measure the likely effect of random variation on the results, however, they rarely capture all of the uncertainty that arises when trying to use these results to better understand the disease or to make decisions. For the reader, it is important to be aware of other sources of uncertainty: issues around restricted populations, non-representative samples, and importantly, what exactly is being measured and how (e.g. in our case, uncertainty around test accuracy, and limited knowledge about antibodies in the long term). Awareness of the issues discussed in this article allows us to consider these estimates with greater knowledge of how this uncertainty can arise, and to identify how it may affect our interpretation of the results.
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