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1. Introduction

The expressions of fundamental laws of physics should be independent of the choice of coordinates. This requirement is naturally satisfied when dynamics is formulated in the variational principle. The variational approach is of wide application and describes the behaviors of particles and fields in classical and quantum systems [1]. On the other hand, there exist several cases where this approach is not directly applicable. A dissipative system like hydrodynamics is such an example. This fact indicates that the standard formulation of the variational principle can be improved. As an attempt to describe dissipative systems, Rayleigh's dissipation function method is known [2]. This method is, however, not considered as the improvement of the variational principle, because the dissipative term is introduced by hand as a correction term to the equation obtained by the variational principle.

Note that virtual trajectories considered in the standard variation are implicitly assumed to be smooth and non-differentiable trajectories are not considered. This limitation may be an obstacle to study appropriate optimizations in variation and there are several attempts to relax it. This generalized framework of the calculus of variations is called stochastic variational method (SVM). For example, the Navier-Stokes-Fourier (NSF) equation is derived by applying SVM to the Lagrangian which leads to the Euler equation in the standard classical variational method [3–13]. Another important aspect is that SVM enables us to describe classical and quantum behaviors in a unified way [14]. In fact, we can derive the Schrödinger equation by applying SVM to the classical action of the Newton equation. In other words, the quantization of a classical system can be interpreted as the stochastic optimization of a classical action.

Uncertainty relations are known to be an important property in quantum mechanics, which characterizes the correlation between fluctuations of, for example, position and momentum of a quantum particle. Using this property appropriately [15–19], we can investigate a fundamental limitation for simultaneous measurements as was pointed out by Heisenberg [20]. Usually, this property is understood through the non-commutativity of self-adjoint operators. If SVM is a natural framework of quantum mechanics, the same property should be obtained from the stochasticity of a quantum particle without introducing operators. Moreover such a study will enable us to define the uncertainty relations in hydrodynamics. This generalized formulation is studied in Refs. [21,22] and the Kennard-type and Robertson-Schrödinger-type inequalities are derived in hydrodynamics. Recently the Kennard inequality of quantum mechanics is investigated in a different stochastic approach [23].
One may wonder that the uncertainty relations in hydrodynamics are hardly surprising because those in quantum mechanics can be understood as the wave property of wave function. It is known that there exists a relation between the fluctuations of position and wave number (k) when a wave packet is decomposed with plane waves. This is however the relation for position and wave number and, to obtain the relation associated with momentum, we have to assume the Einstein-de Broglie relation where the momentum is defined by \(\hbar k\). On the other hand, our uncertainty relations are defined for the canonical momentum of fluid elements and are different from the relation for wave number. Indeed, the minimum value of our relations is affected by viscosity but the corresponding quantity for wave number is irrelevant to dynamics.

In this paper, some properties of the uncertainty relations in hydrodynamics are studied through numerical simulations. We first give a review of SVM and the formulation of the uncertainty relations, following Ref. [21]. In this approach, the origin of the finite minimum value of uncertainty in quantum mechanics is attributed to the ambiguity of the definition of velocity in the non-differentiable (virtual) trajectory of a quantum particle. After defining canonical momenta in the Hamiltonian formulation of SVM, the uncertainty relations, both of the Kennard and Robertson-Schrödinger inequalities, are reproduced. The same non-differentiable trajectory is applied to the motion of fluid elements in hydrodynamics. By introducing the standard deviations of position and momentum for fluid elements, the Kennard-type and Robertson-Schrödinger-type relations are derived for the fluid described by the NSF equation. These relations are applicable to the trapped Bose gas described by the Gross-Pitaevskii equation and then the field-theoretical uncertainty relation is reproduced. After the review, we investigate numerically the derived relations by choosing two parameter set: one is for gas and the other for liquid. We then find that the behaviors of the uncertainty relations for liquid and gas are qualitatively different. This suggests that the uncertainty relations in hydrodynamics are used as a criterion to classify liquid and gas in fluid.

This paper is organized as follows. In Sec. 2, we reformulate the standard variational method in classical particle systems from the point of view of an optimal control for a velocity field.

2. Classical variation and optimal control

We briefly summarize the standard variational method in classical mechanics from the perspective of an optimal control for a velocity field.

Let us denote the trajectory of a particle \(\mathbf{r}(\mathbf{R}, t) = (r^1(\mathbf{R}, t), \cdots, r^D(\mathbf{R}, t))\), which is a function of the time \(t\) in a spatial \(D\)-dimensional system of Cartesian coordinates. The dependence on the initial position \(\mathbf{r}(\mathbf{R}, t_i) = \mathbf{R}\) at an initial time \(t_i\) is explicitly shown. The Lagrangian for this single-particle system is defined through the kinetic term \(K\) and the potential term \(V\) as,

\[
L = K - V = \frac{M}{2} \left( \frac{d\mathbf{r}(\mathbf{R}, t)}{dt} \right)^2 - V(\mathbf{r}(\mathbf{R}, t)),
\]

where \(d\mathbf{r}(\mathbf{R}, t) = \mathbf{r}(\mathbf{R}, t + dt) - \mathbf{r}(\mathbf{R}, t)\) and \(M\) is the particle mass.

For the later convenience, we rewrite this Lagrangian as a field-theoretical quantity. Note that the particle probability distribution for this system is defined by

\[
\rho(x, t) = \delta^{(D)}(x - \mathbf{r}(\mathbf{R}, t)),
\]

where \(\delta^{(D)}\) is the \(D\)-dimensional Dirac delta function.
where we used Dirac’s delta function in D dimension. Using this, the above single-particle Lagrangian is given by

\[ L = \int d^D x \rho(x,t) \left[ \frac{M}{2} u^2(x,t) - V(x) \right], \]  

(3)

where \( u(x,t) \) is a smooth vector function and can be interpreted as the velocity field. These Lagrangians are equivalent by using the identification

\[ dr(R,t) = u(r(R,t),t)dt. \]  

(4)

We consider the time evolution of the particle during the period from an initial time \( t_i \) to a final time \( t_f \). For given \( u(x,t) \) and \( r(R,t) \), we can calculate the action defined by

\[ I[r] = \int_{t_i}^{t_f} dt \left[ \frac{M}{2} \left( \frac{dr(R,t)}{dt} \right)^2 - V(r(R,t)) \right]. \]  

(5)

The trajectory \( r(R,t) \) satisfies Eq. (4) and we determine the form of \( u(x,t) \) by employing the Hamilton principle. The infinitesimal variation of trajectories is given by

\[ r(R,t) \rightarrow r'(R,t) = r(R,t) + \delta f(r(R,t),t), \]  

(6)

where the infinitesimal smooth function satisfies the boundary conditions \( \delta f(x,t_i) = \delta f(x,t_f) = 0 \). Then the variation of the action leads to

\[ \delta I[r] = \int_{t_i}^{t_f} dt \left[ -M(\partial_t + u(r(R,t),t) \cdot \nabla)u(r(R,t),t) - \nabla V(r(R,t)) \right] \cdot \delta f(r(R,t),t). \]  

(7)

In this calculation, we used

\[ u'(r'(R,t),t) - u(r(R,t),t) = \frac{dr'(R,t)}{dt} - \frac{dr(R,t)}{dt} = \frac{d}{dt} \delta f(r(R,t),t), \]  

(8)

where \( \frac{d}{dt} = \partial_t + \frac{dr(R,t)}{dt} \cdot \nabla \). To satisfy \( \delta I[r] = 0 \) for an arbitrary function \( \delta f(x,t) \), the velocity of the particle should satisfy the well-known Newton equation,

\[ M \frac{d}{dt} v(t) = -\nabla V(r(R,t)) \]  

(9)

where the particle velocity is denoted by

\[ v(t) = u(r(R,t),t). \]  

(10)

3. General setup for Stochastic variation

In the previous section, we implicitly assumed that the particle trajectory is smooth and hence the virtual trajectory defined by Eq. (6) is always differentiable. As was mentioned in the introduction, there are several proposals to formulate the variation of non-differentiable trajectories [3–14,24–43]. In this work we use the method proposed by Yasue [14] who introduced this idea to extend the formulation of Nelson’s stochastic mechanics [44]. See also review papers [45,46]. As a review of selected topics of stochastic approaches to hydrodynamics, see Ref. [47].

There are two important aspects in applying the variational principle to non-differentiable trajectories: one is the introduction of two Brownian motions (see Eqs. (11) and (13)) and the other consists in the generalizations of the time derivative (see Eqs. (15) and (16)).
Figure 1. An example of the typical trajectory of Brownian motion. The positions at $t - dt$, $t$, and $t + dt$ are denoted by $r_i(t - dt)$, $r_i(t)$, and $r_i(t + dt)$, respectively.

3.1. Zigzag trajectory and two Brownian motions

As was discussed in Sec. 2, a particle velocity $u(r(R, t), t)$ is the tangential line of a particle trajectory $r(R, t)$ and satisfies Eq. (4). Let us generalize this relation to formulate the variation of stochastic variables.

A typical example of a zigzag trajectory is known in Brownian motion as is shown in Figure 1. We assume the similar behavior to represent a zigzag trajectory in SVM. The simplest way to realize this idea is to add a noise term of Brownian motion to Eq. (4). The derived equation describes the forward time evolution of the trajectory and called the forward stochastic differential equation (SDE),

$$d\hat{r}(R, t) = u_+(\hat{r}(R, t), t)dt + \sqrt{2\nu}d\hat{W}(t) \quad (dt > 0). \quad (11)$$

The second term on the right-hand side represents the noise term of Brownian motion and hence the origin of the zigzag motion. We used $(\cdot)$ to denote stochastic variables and $d\hat{A}(t) \equiv \hat{A}(t + dt) - \hat{A}(t)$ for an arbitrary stochastic quantity $\hat{A}(t)$. The time variable is discretized with the time width $dt$ but we should take the vanishing limit of $dt$ at the last of calculations. Here $\hat{W}(t)$ describes the standard Wiener process which satisfies the following correlation properties,

$$E[d\hat{W}(t)] = 0,$$
$$E[d\hat{W}_i(t)d\hat{W}_j(t')] = dt \delta_{i,i'} \delta_{i,j} \quad (i,j = x,y,z), \quad (12)$$

where $E[\cdot]$ denotes the ensemble average for the Wiener process and the right-hand side of the second equation is given by Kronecker’s delta functions. The intensity of fluctuations is controlled by a non-negative real constant $\nu$. For the detailed description of the Wiener process, see, for example, Ref. [48]. Note that $u_+(\hat{r}(R, t), t)$ is stochastic because of the trajectory $\hat{r}(R, t)$, but $u_+(x, t)$ is a smooth function.

The particle velocity (field) is, however, not completely characterized by $u_+(x, t)$ alone. As is seen from Figure 1, there are at least two different possibilities to characterize the particle velocities at the particle position $\hat{r}(R, t)$: one is $\lim_{dt \to 0+} (\hat{r}(R, t + dt) - \hat{r}(R, t))/dt$ and the other $\lim_{dt \to 0+} (\hat{r}(R, t) - \hat{r}(R, t - dt))/dt$. These two quantities are equivalent in a smooth trajectory, but different in a zigzag trajectory. This difference plays an important role in SVM.
The forward SDE is associated with the former definition, \[ \lim_{dt \to 0^+} \frac{\bar{r}(R, t + dt) - \bar{r}(R, t)}{dt}. \] To accommodate the latter definition, we introduce the backward time evolution of the trajectory described by the backward SDE,

\[ d\hat{r}(R, t) = u - (\hat{r}(R, t), t) dt + \sqrt{2\nu} d\hat{W}(t) \quad (dt < 0), \] (13)

where the another standard Wiener process \( \hat{W}(t) \) satisfies

\[ E[d\hat{W}(t)] = 0, \]
\[ E[d\hat{W}(t) d\hat{W}(t')] = |dt| \delta_{t,t'} \delta_{ij} \quad (i = x, y, z). \] (14)

These are the same as those in Eq. (12) by replacing \( dt \) with \( |dt| \).

3.2. Mean forward and backward derivatives

Because of the ambiguity of the velocity mentioned above, Nelson introduced two different time derivatives in stochastic mechanics [44]; one is the mean forward derivative,

\[ D_+ f(\bar{r}(R, t)) = \lim_{dt \to 0^+} E \left[ \frac{f(\bar{r}(R, t + dt)) - f(\bar{r}(R, t))}{dt} \bigg| \mathcal{P}_t \right], \] (15)

and the other the mean backward derivative,

\[ D_- f(\bar{r}(R, t)) = \lim_{dt \to 0^-} E \left[ \frac{f(\bar{r}(R, t + dt)) - f(\bar{r}(R, t))}{dt} \bigg| \mathcal{F}_t \right]. \] (16)

These expectation values are conditional averages, where \( \mathcal{P}_t \) (\( \mathcal{F}_t \)) indicates a set of trajectories fixing \( \bar{r}_t \) for \( t' \leq t \) (\( t' \geq t \)). As a schematic figure for these definitions, see Figure 2. For the \( \sigma \)-algebra of all measurable events of \( \bar{r}_t \), \( \mathcal{P}_t \) and \( \mathcal{F}_t \) represent an increasing and a decreasing family of sub-\( \sigma \)-algebras, respectively.

To elucidate the above definitions, we consider the Markov process where the trajectory at \( t + dt \) is determined from the position at \( t \) and independent of the hysteresis of the position \( \bar{r}(R, t') \) (\( t' < t \)) as is described by the forward SDE. Then the condition denoted by \( \mathcal{P}_t \) is simplified so that only the position at \( t \) is fixed and then the above definition of the mean forward derivative becomes

\[ D_+ f(\bar{r}(R, t)) = \lim_{dt \to 0^+} E \left[ \frac{f(\bar{r}(R, t + dt)) - f(\bar{r}(R, t))}{dt} \bigg| \bar{r}(R, t) \right]. \] (17)
To understand this, let us consider a class of the stochastic trajectories which passes a fixed position \( \tilde{\mathbf{r}}(\mathbf{R}, t) \) at \( t \). As is shown on the left panel of Figure 2, the position of the particle at \( t + dt \) still fluctuates and then we can consider the average for such a fluctuating position. Substituting the forward SDE into the mean forward derivative, we easily find

\[
D_+ \tilde{\mathbf{r}}(\mathbf{R}, t) = \lim_{dt \to 0^+} E \left[ u_+ (\tilde{\mathbf{r}}(\mathbf{R}, t), t) + \sqrt{2v} \frac{dW(t)}{dt} \left| \tilde{\mathbf{r}}(\mathbf{R}, t) \right. \right] = u_+ (\tilde{\mathbf{r}}(\mathbf{R}, t), t) .
\]  

(18)

In the second equality, we used the first equation of Eq. (12). In a similar fashion, the average for the position \( \tilde{\mathbf{r}}(t - dt) \) is considered for the backward SDE, as is shown on the right panel of Figure 2 and then the mean backward derivative (16) leads to

\[
D_- \tilde{\mathbf{r}}(\mathbf{R}, t) = \lim_{dt \to 0^-} E \left[ u_- (\tilde{\mathbf{r}}(\mathbf{R}, t), t) + \sqrt{2v} \frac{dW(t)}{dt} \left| \tilde{\mathbf{r}}(\mathbf{R}, t) \right. \right] = u_- (\tilde{\mathbf{r}}(\mathbf{R}, t), t) .
\]  

(19)

These derivatives are related through the stochastic partial integration formula,

\[
\int_{t_i}^{t_f} dt \ E \left[ \dot{\tilde{Y}}(t) D_+ \tilde{X}(t) + \tilde{X}(t) D_- \dot{\tilde{Y}}(t) \right] = \lim_{n \to \infty} \sum_{j=1}^{n-1} E \left[ \left( \dot{\tilde{X}}(t_{j+1}) - \tilde{X}(t_j) \right) \frac{\dot{\tilde{Y}}(t_{j+1}) + \dot{\tilde{Y}}(t_j)}{2} \right] + \lim_{n \to \infty} \sum_{j=0}^{n} E \left[ \left( \dot{\tilde{Y}}(t_j) - \tilde{Y}(t_{j-1}) \right) \frac{\dot{\tilde{X}}(t_j) + \tilde{X}(t_{j-1})}{2} \right] 
\]

\[= \lim_{n \to \infty} \sum_{j=0}^{n-1} E \left[ \tilde{X}(t_{j+1}) \dot{\tilde{Y}}(t_{j+1}) + \tilde{X}(t_j) \dot{\tilde{Y}}(t_j) \right]
\]

\[\quad = E \left[ \tilde{X}(t_f) \dot{\tilde{Y}}(t_f) - \tilde{X}(t_i) \dot{\tilde{Y}}(t_i) \right],
\]

(20)

where \( t_j = t_i + j \frac{t_f - t_i}{n} = t_i + j dt \).

3.3. Fokker-Planck equation and Consistency condition

The two SDE’s should describe the same stochastic process. To satisfy this requirement, the two velocity fields \( u_{ \pm } (x, t) \) cannot be independent.

To see this, we define the particle probability distribution

\[
\rho(x, t) = \int d^D R \rho_0 (R) E \left[ \delta ^{(D)}(x - \tilde{\mathbf{r}}(\mathbf{R}, t)) \right],
\]

(21)

where \( \rho_0 (R) \) is the distribution of the initial position of the particle satisfying

\[
\int d^D R \rho_0 (R) = 1.
\]

(22)

As is well-known, the evolution equation of \( \rho(x, t) \) is obtained by using the SDE’s and Ito’s lemma [48] which is a truncated Taylor series expansion for a function of stochastic variables as is summarized in Appendix A. The derived equation is known as the Fokker-Planck equation. By using the forward SDE in the derivation, this becomes

\[
\partial_t \rho(x, t) = (- \nabla \cdot u_+ (x, t) + v \nabla^2) \rho(x, t).
\]

(23)

Another Fokker-Planck equation from the backward SDE is given by

\[
\partial_t \rho(x, t) = (- \nabla \cdot u_-(x, t) - v \nabla^2) \rho(x, t).
\]

(24)
The forward and backward SDE’s describe different aspects of the same stochastic trajectory and hence the above two Fokker-Planck equations must be equivalent. Therefore the following condition should be satisfied

$$u_+(x, t) = u_-(x, t) + 2v \nabla \ln \rho(x, t) + \frac{1}{\rho(x, t)} \nabla \times A(x, t),$$  \hspace{1cm} (25)

where $A(x, t)$ is an arbitrary vector function. For the sake of simplicity, we set $A(x, t) = 0$ and then the above equation is simplified as

$$u_+(x, t) = u_-(x, t) + 2v \nabla \ln \rho(x, t).$$  \hspace{1cm} (26)

This is called the consistency condition. The possible role of the omitted function $A(x, t)$ is not yet understood.

We are often interested in the velocity field $v(x, t)$ which is parallel to the current of the particle probability distribution,

$$\rho(x, t)v(x, t) = \rho(x, t)u_+(x, t) - v\nabla \rho(x, t) = \rho(x, t)u_-(x, t) + v\nabla \rho(x, t).$$  \hspace{1cm} (27)

By using the consistency condition, we find that $v(x, t)$ is given by the average of $u_\pm(x, t)$,

$$v(x, t) = \frac{u_+(x, t) + u_-(x, t)}{2}.$$  \hspace{1cm} (28)

Using this velocity field, the two Fokker-Planck equations are reduced to the simple equation of continuity,

$$\partial_t \rho(x, t) = -\nabla \cdot J(x, t),$$  \hspace{1cm} (29)

$$J(x, t) = \rho(x, t)v(x, t).$$

The consistency condition is a key property to obtain the uncertainty relations in this formulation. In fact, multiplying $x^i$ to the condition, the expectation value is calculated as

$$\int d^D x \rho(x, t) \left\{ x^i u^i_+(x, t) - x^i u^i_-(x, t) \right\} = 2v \delta_{ij}.$$ \hspace{1cm} (30)

As is seen later, we set $v = \hbar/(2M)$ to reproduce the Schrödinger equation in the SVM quantization. Then this equation reminds us the expectation value of the canonical commutation rule. See also Ref. [49].

4. Stochastic variational method for particle

We consider the stochastic variation for single-particle systems where the classical form of the Lagrangian is given by Eq. (1).

4.1. Stochastic action and its variation

The corresponding Lagrangian for the stochastic variation is obtained by replacing $r(R, t)$ with $\tilde{r}(R, t)$. Such a replacement is however not trivial for the kinetic term because there are now two possibilities to replace the time derivative of smooth trajectories. In this work, we assume that the stochastic representation of the kinetic term is given by the most general quadratic form of the two derivatives,

$$\frac{M}{2} \left[ A(D_+ \tilde{r}(R, t))^2 + B(D_- \tilde{r}(R, t))^2 + C(D_+ \tilde{r}(R, t)) \cdot (D_- \tilde{r}(R, t)) \right],$$ \hspace{1cm} (31)
where \( A, B \) and \( C \) are real constants. We require that SVM reproduces the result of the classical variation in the vanishing limit of the stochasticity. In this limit, both of \( D_+ \hat{\mathbf{r}}(\mathbf{R}, t) \) and \( D_- \hat{\mathbf{r}}(\mathbf{R}, t) \) coincide with the standard time derivative of a smooth trajectory. Thus, to reproduce the result of the classical variation in the limit, the three coefficients should satisfy

\[
A + B + C = 1.
\]

Therefore the coefficients can be parametrized as [50],

\[
\frac{M}{2} \mathbf{r}^2(\mathbf{R}, t) \to \frac{M}{2} \left[ B_+ \sum A_l (D_l \hat{\mathbf{r}}(\mathbf{R}, t))^2 + B_- (D_+ \hat{\mathbf{r}}(\mathbf{R}, t)) \cdot (D_- \hat{\mathbf{r}}(\mathbf{R}, t)) \right],
\]

where

\[
A_\pm = \frac{1}{2} \pm \alpha_A, \\
B_\pm = \frac{1}{2} \pm \alpha_B,
\]

with \( \alpha_A \) and \( \alpha_B \) being real constants. The right-hand side of Eq. (33) coincides with the left-hand side in the vanishing limit of \( v \) because the two time derivatives coincide with the time derivative of a smooth trajectory.

In the classical variation, the form of a trajectory is entirely controlled for a given velocity. In SVM, however, we cannot determine a trajectory without ambiguity even for a given velocity field due to the stochasticity of the trajectory. Therefore we should consider the optimization of the averaged behavior of an action. The action is eventually given by the expectation value,

\[
I_{sto} = \int_{t_i}^{t_f} dt \, E[L_{sto}(\hat{\mathbf{r}}, D_+ \hat{\mathbf{r}}, D_- \hat{\mathbf{r}})],
\]

where the stochastic Lagrangian is defined by

\[
L_{sto}(\hat{\mathbf{r}}, D_+ \hat{\mathbf{r}}, D_- \hat{\mathbf{r}}) = \frac{M}{2} (D_+ \hat{\mathbf{r}}(\mathbf{R}, t), D_- \hat{\mathbf{r}}(\mathbf{R}, t)) \mathcal{M} \left( \begin{array}{c} D_+ \hat{\mathbf{r}}(\mathbf{R}, t) \\ D_- \hat{\mathbf{r}}(\mathbf{R}, t) \end{array} \right) - V(\hat{\mathbf{r}}(\mathbf{R}, t)),
\]

with

\[
\mathcal{M} = \left( \begin{array}{cc} A_+ B_+ & \frac{1}{2} B_- \\ \frac{1}{2} B_- & A_- B_+ \end{array} \right).
\]

For the variation of the stochastic trajectory, instead of Eq. (6), we consider

\[
\hat{\mathbf{r}}(\mathbf{R}, t) \to \hat{\mathbf{r}}'(\mathbf{R}, t) = \hat{\mathbf{r}}(\mathbf{R}, t) + \delta \hat{\mathbf{r}}(\mathbf{R}, t),
\]

The infinitesimal smooth function \( \delta f(x, t) \) satisfies the same properties defined in Sec. 2, \( \delta f(x, t_i) = \delta f(x, t_f) = 0 \). Note that the fluctuation of \( \delta \hat{\mathbf{r}}(\mathbf{R}, t), t \) comes from that of \( \hat{\mathbf{r}}(\mathbf{R}, t) \).
The important feature of the stochastic variation comes from the kinetic term which has the time derivatives. For example, the stochastic variation of a part of the kinetic term is calculated as

\[
\int_{t_i}^{t_f} \, dt \, E \left[ (D_+ \delta \mathbf{r}(\mathbf{R}, t))^2 - (D_+ \delta \mathbf{r}(\mathbf{R}, t))^2 \right]
\]

\[
= 2 \int_{t_i}^{t_f} \, dt \, E \left[ \mathbf{u}_+ (\delta \mathbf{r}(\mathbf{R}, t), t) \cdot D_+ \delta \mathbf{r}(\mathbf{R}, t, t) \right]
\]

\[
= -2 \int_{t_i}^{t_f} \, dt \, E \left[ D_- \mathbf{u}_+ (\delta \mathbf{r}(\mathbf{R}, t), t) \cdot \delta \mathbf{f}(\mathbf{R}, t, t) \right]
\]

\[
= -2 \int_{t_i}^{t_f} \, dt \, E \left[ (\partial_t + \mathbf{u}_- (\delta \mathbf{r}(\mathbf{R}, t), t) \cdot \nabla - \nu \nabla^2) \mathbf{u}_+ (\delta \mathbf{r}(\mathbf{R}, t), t) \cdot \delta \mathbf{f}(\mathbf{R}, t, t) \right] . \quad (39)
\]

From the second to the third line, we used the stochastic partial integration formula (20). In the last line, Ito’s lemma is utilized.

On the other hand, the variation of the terms independent of time derivatives is the same as that in the corresponding classical variation. Summarizing these results, the variation of the stochastic action is calculated as

\[
\delta I[\mathbf{r}] = \int_{t_i}^{t_f} \, dt \, E \left[ I_\delta (\mathbf{r}(\mathbf{R}, t), t) \cdot \delta \mathbf{f}(\mathbf{R}, t, t) \right] , \quad (40)
\]

where

\[
I_\delta (x, t) = -MB_1 \left\{ A_+ (\partial_t + \mathbf{u}_- (x, t) \cdot \nabla - \nu \nabla^2) \mathbf{u}_+ (x, t) + A_- (\partial_t + \mathbf{u}_+ (x, t) \cdot \nabla + \nu \nabla^2) \mathbf{u}_- (x, t) \right\}
\]

\[
- \frac{M}{2} \left\{ (\partial_t + \mathbf{u}_- (x, t) \cdot \nabla - \nu \nabla^2) \mathbf{u}_- (x, t) + (\partial_t + \mathbf{u}_+ (x, t) \cdot \nabla + \nu \nabla^2) \mathbf{u}_+ (x, t) \right\} - \nabla V(x) . \quad (41)
\]

From the perspective of the classical variational approach, one may consider that the vanishing variation of the action \(\delta I[\mathbf{r}] = 0\) is satisfied for any choice of \(\delta \mathbf{f}(\mathbf{R}, t, t)\) and find \(I_\delta (\mathbf{r}(\mathbf{R}, t), t) = 0\). However, we can control only the averaged behavior as was discussed above. Note that Eq. (40) is reexpressed as

\[
\int d^D R \rho_0 (\mathbf{R}) \delta I[\mathbf{r}] = \int_{t_i}^{t_f} \, dt \int d^D x \, \rho (x, t) \, I_\delta (x, t) \cdot \delta \mathbf{f}(x, t) = 0 , \quad (42)
\]

where we multiply the arbitrary distribution of the initial position \(\rho_0 (\mathbf{R})\) to introduce \(\rho (x, t)\) defined by Eq. (21). Thus the stochastic Hamilton principle requires not \(I_\delta (\mathbf{r}(\mathbf{R}, t), t) = 0\) but \(I_\delta (x, t) = 0\),

\[
\left( \partial_t + \mathbf{u}_- (x, t) \cdot \nabla - \nu \nabla^2, \partial_t + \mathbf{u}_+ (x, t) \cdot \nabla + \nu \nabla^2 \right) \mathcal{M} \left( \begin{array}{c} \mathbf{u}_+ (x, t) \\ \mathbf{u}_- (x, t) \end{array} \right) = -\frac{1}{M} \nabla V(x) . \quad (43)
\]

This equation reproduces the Newton equation in the vanishing limit of fluctuations, \(\nu \to 0\). See also Eq. (7). That is, SVM is the natural generalization of the classical variational method.

It is worth mentioning that the above result of the stochastic variation is formally represented by

\[
\left[ D_+ \frac{\partial L_{sto}}{\partial (D_- \mathbf{r})} + D_- \frac{\partial L_{sto}}{\partial (D_+ \mathbf{r})} - \frac{\partial L_{sto}}{\partial \mathbf{r}} \right] \hat{\mathbf{r}}(\mathbf{R}, t) = 0 . \quad (44)
\]

This is the stochastic Euler-Lagrange equation. For the special case where \((\alpha_A, \alpha_B) = (0, 1/2)\), the stochastic Euler-Lagrange equation coincides with the equation obtained by Nelson in Ref. [44].
4.2. Schrödinger equation

As one of the SVM applications, we consider the quantization based on SVM [14]. For this, we choose \((\alpha_A, \alpha_B) = (0, 1/2)\) which gives \(\mathcal{M} = \text{diag}(1/2, 1/2)\). Then Eq. (43) is simplified as

\[
(\partial_t + v(x, t) \cdot \nabla)v(x, t) = -\frac{1}{M} \nabla (V(x) + V_Q(x, t)),
\]  

(45)

where the second term on the right-hand side is known as the gradient of the quantum potential defined by

\[
V_Q(x, t) = -2M \nu^2 \rho^{-1/2}(x, t) \nabla^2 \sqrt{\rho(x, t)}.
\]

(46)

To obtain this expression, we used the averaged velocity (28) and the consistency condition (26) to eliminate \(u_\pm(x, t)\). The evolution of \(\rho(x, t)\) is given by the equation of continuity (29). That is, the SVM optimization for the single-particle Lagrangian leads to the coupled equations of Eq. (29) and Eq. (45).

The coupled equations can be represented in a familiar form. Let us introduce a scalar function \(\theta(x, t)\), which corresponds to the velocity potential, as

\[
v(x, t) = 2\nu \nabla \theta(x, t).
\]

(47)

This procedure is applicable when the motion is irrotational. Then the equation obtained by the stochastic variation (43) is reexpressed as

\[
\partial_t \theta(x, t) + \nu(\nabla \theta(x, t))^2 = -\frac{1}{2\nu M} V(x) + \nu \rho^{-1/2}(x, t) \nabla^2 \sqrt{\rho(x, t)}.
\]

(48)

We further introduce a complex function defined by

\[
\Psi(x, t) = \sqrt{\rho(x, t)} e^{i\theta(x, t)}.
\]

(49)

which automatically satisfies

\[
|\Psi(x, t)|^2 = \rho(x, t).
\]

(50)

The equation of \(\Psi(x, t)\) is easily found from the evolution equations for \(\rho(x, t)\) and \(\theta(x, t)\),

\[
i\partial_t \Psi(x, t) = \left[-\nu \nabla^2 + \frac{1}{2\nu M} V(x)\right] \Psi(x, t).
\]

(51)

This is the Schrödinger equation by choosing

\[
\nu = \frac{\hbar}{2M}.
\]

(52)

and then \(\Psi(x, t)\) is identified with the wave function. In fact, Eq. (45) is known as the hydrodynamical representation of the Schrödinger equation which was firstly proposed by Madelung [51] and has been studied exclusively by Bohm and his collaborators [52–54]. See also the Euler equation of the ideal fluid shown by Eq. (111) for comparison. From this quantum hydrodynamical perspective, quantum effects described by the Schrödinger equation are induced by the quantum potential \(V_Q(x, t)\).

The Bernoulli equation is known to characterize a conservation law of the ideal fluid. Applying the Bernoulli equation to quantum hydrodynamics (45), the time-independent Schrödinger equation is obtained. See Appendix B.

From the perspective of SVM, the quantization of classical systems is interpreted as the variation of the action with more microscopic precision. Suppose that a microscopically non-differentiable
trajectory seems to be smooth in a coarse-grained scale. When we are interested in macroscopic behaviors where the non-differentiability is negligibly small, the classical variation is applicable to an action and the Newton equation is obtained. On the other hand, in the observation with microscopic scales, SVM should be applied and the Schrödinger equation is obtained.

In Ref. [55], Nelson discussed that the particle introduced for the variation in SVM seems to permit the instantaneous transmission of signals between two distant systems. Indeed, it is known that the diffusion type-equation like Eqs. (23) and (24) exhibits a superluminal propagation. See, for example, Ref. [58] and references therein. We would like to, however, emphasize that the particle considered for the variation is not necessarily a real object, but rather a mathematical notion to help the formulation of the stochastic variation. This view is more apparent in the application to fluids where the motion of the fluid element is considered.

In quantum mechanics, the wave function is required to be a continuous single-valued function. The corresponding property is however not considered in quantum hydrodynamics. As a matter of fact, the quantum potential becomes singular at the nodes of wave functions and hence we need additional condition to connect the solutions for the left and right sides of the singularity. The standard procedure is to use the Bohr-Sommerfeld type condition for a loop path of the quantum fluid. See Ref. [22,53,56,57] for details. It is worth mentioning that quantum hydrodynamics has an advantage to discuss quantum behaviors in generalized coordinates [22].

4.3. Stochastic Noether theorem

From the definition of the probability distribution, the expectation value of the position of the particle is represented by

\[ \int d^D x \hat{\mathbf{r}}(\mathbf{x},t) = \int d^D x \mathbf{x} \Psi^*(\mathbf{x},t) \Psi(\mathbf{x},t). \]

(53)

It is very easy to see that this is consistent with the quantum-mechanical representation. For the case of the momentum, we have to consider the average of the expectation values of the two velocity fields,

\[ M \int d^D x \frac{u_+(\mathbf{x},t) + u_-(\mathbf{x},t)}{2} \rho(\mathbf{x},t) = \int d^D x M \mathbf{v}(\mathbf{x},t) \rho(\mathbf{x},t) = \int d^D x \mathbf{v}^*(\mathbf{x},t)(-i\hbar \nabla) \Psi(\mathbf{x},t). \]

(54)

This coincides with the quantum-mechanical representation. Consequently, we have to consider the fluctuations for the two velocities fields separately to define the standard deviation of momentum as is discussed in Sec. 5.2.

It is interesting to notice that the above representation of the momentum can be obtained from the stochastic Noether theorem [59]. Let us consider the spatial translation of the stochastic trajectory,

\[ \hat{\mathbf{r}}(\mathbf{R},t) \rightarrow \hat{\mathbf{r}}'(\mathbf{R},t) = \hat{\mathbf{r}}(\mathbf{R},t) + \epsilon(\hat{\mathbf{r}}(\mathbf{R},t),t), \]

(55)

where \( \epsilon(\mathbf{x},t) \) is an infinitesimal smooth vector function.

As an example, we consider the system described by the following stochastic Lagrangian,

\[ L_{sto}(\hat{\mathbf{r}}, D_+ \hat{\mathbf{r}}, D_- \hat{\mathbf{r}}) = \frac{M}{4} \sum_{l=\pm} (D_l \hat{\mathbf{r}}(t))^2. \]

(56)
Here we set \((\alpha_A, \alpha_B) = (0, 1/2)\) and \(V(x) = 0\) in the stochastic Lagrangian (36). The change of the stochastic action associated with the spatial translation is

\[
I[\vec{r}'] - I[\vec{r}] = \int_{t_i}^{t_f} dt \frac{d}{dt} E \left[ \frac{\partial L_{sto}}{\partial (\vec{D}_+ \vec{r})} \cdot \vec{D}_+ \epsilon + \frac{\partial L_{sto}}{\partial (\vec{D}_- \vec{r})} \cdot \vec{D}_- \epsilon + \frac{\partial L_{sto}}{\partial \vec{r}} \cdot \epsilon \right]
\]

\[
= \int_{t_i}^{t_f} dt \frac{d}{dt} E \left[ \frac{\partial L_{sto}}{\partial (\vec{D}_+ \vec{r})} \cdot \epsilon + \frac{\partial L_{sto}}{\partial (\vec{D}_- \vec{r})} \cdot \epsilon \right]
\]

\[
= \frac{M}{2} \int_{t_i}^{t_f} dt \frac{d}{dt} E \left[ \vec{D}_+ \vec{r}(\vec{R}, t) \cdot \epsilon + \vec{D}_- \vec{r}(\vec{R}, t) \cdot \epsilon \right].
\]  

(57)

Here we used that \(u_\pm(x, t)\) satisfy the stochastic Euler-Lagrange equation (44), and

\[
\frac{d}{dt} E[\dot{X} \dot{Y}] = E[\dot{X} \dot{D}_+ \dot{X} + \dot{X} \dot{D}_- \dot{Y}],
\]  

(58)

which is obtained from the stochastic partial integration formula (20).

Suppose that the stochastic action is invariant in the homogeneous translation, \(\epsilon \to \text{const} \). Then the above equation leads to

\[
\frac{M}{2} \frac{d}{dt} E \left[ u_+ (\vec{r}(\vec{R}, t), t) + u_- (\vec{r}(\vec{R}, t), t) \right] = 0,
\]  

(59)

which is equivalently reexpressed as

\[
\frac{d}{dt} \int d^Dx M v(x, t) \rho(x, t) = 0.
\]  

(60)

This represents the conservation of the momentum expectation value used in Eq. (54).

5. Uncertainty relations for particles in SVM

Normally the uncertainty relations in quantum mechanics are attributed to the non-commutativity of operators. In this section, the same uncertainty relations are shown to be obtained from the non-differentiability of the stochastic trajectory. See also the discussion for the uncertainty principle in the original paper by Heisenberg [20]. The discussion developed in this section is based on Ref. [21].

5.1. Stochastic Hamiltonian formalism

In Sec. 4.3, we found that the first order expectation value of the momentum operator in quantum mechanics can be represented by the averaged expectation value of \(u_\pm(x, t)\). To discuss the uncertainty relations, we should further define the hydrodynamical representation of the fluctuation of momentum. For this purpose, we consider the Hamiltonian formulation of SVM.

The stochastic Hamiltonian is defined through the Legendre transformation of the velocity,

\[
H_{sto}(\vec{r}, \vec{p}_+, \vec{p}_-) = \frac{\vec{p}_+(\vec{R}, t) \cdot \vec{D}_+ \vec{r}(\vec{R}, t) + \vec{p}_-(\vec{R}, t) \cdot \vec{D}_- \vec{r}(\vec{R}, t)}{2} - L(\vec{r}, \vec{D}_+ \vec{r}, \vec{D}_- \vec{r}).
\]  

(61)

Here \(\vec{D}_\pm \vec{r}(\vec{R}, t)\) should be replaced with \(\vec{p}_+(\vec{R}, t)\) and \(\vec{p}_-(\vec{R}, t)\) using

\[
\vec{p}_\pm(\vec{R}, t) = 2 \frac{\partial L_{sto}}{\partial (\vec{D}_\pm \vec{r})}.
\]  

(62)

The additional factor 1/2 in Eq. (61) is introduced for a convention to reproduce the classical result in the vanishing limit of \(\hbar\) (or equivalently \(v\)) [21].
Using the stochastic Lagrangian (36), the above two momenta are calculated as

\[
\begin{pmatrix}
\hat{p}_+(\mathbf{R}, t) \\
\hat{p}_-(\mathbf{R}, t)
\end{pmatrix} = 2M\mathcal{M}\begin{pmatrix}
u_+(\hat{r}(\mathbf{R}, t), t) \\
u_-(\hat{r}(\mathbf{R}, t), t)
\end{pmatrix}.
\] (63)

When the parameter set to reproduce quantum mechanics \((\alpha_A, \alpha_B) = (0, 1/2)\) is utilized, these are simplified as

\[
\hat{p}_\pm(\mathbf{R}, t) = M\mathbf{u}_\pm(\hat{r}(\mathbf{R}, t), t).
\] (64)

Substituting these into the stochastic Hamiltonian (61), we find

\[
H_{sto}(\hat{r}, \hat{p}_+, \hat{p}_-) = \frac{1}{8M}(\hat{p}_+(\mathbf{R}, t), \hat{p}_-(\mathbf{R}, t))\mathcal{M}^{-1}\begin{pmatrix}
\hat{p}_+(\mathbf{R}, t) \\
\hat{p}_-(\mathbf{R}, t)
\end{pmatrix} + V(\hat{r}(\mathbf{R}, t)),
\] (65)

where

\[
\mathcal{M}^{-1} = \begin{pmatrix}
\frac{4}{4A_+A_-B_+^2 - B_-^2} & -\frac{B_-}{2} \\
-\frac{B_-}{2} & A_+B_+ \end{pmatrix}.
\] (66)

To have the inverse, the parameters \(A_\pm \) and \(B_\pm\) (or equivalently \(\alpha_A\) and \(\alpha_B\)) should satisfy the condition,

\[
\det(\mathcal{M}) \neq 0 \rightarrow A_+A_-B_+^2 - \frac{B_-^2}{4} \neq 0.
\] (67)

As is analytical mechanics, the variational principle can be formulated with the stochastic Hamiltonian and then the stochastic action is defined by

\[
I[\hat{r}, \hat{p}_+, \hat{p}_-] = \int_{t_1}^{t_2} dt E\left[\frac{\hat{p}_+(\mathbf{R}, t) \cdot D_+\hat{r}(\mathbf{R}, t) + \hat{p}_-(\mathbf{R}, t) \cdot D_-\hat{r}(\mathbf{R}, t)}{2} - H_{sto}(\hat{r}, \hat{p}_+, \hat{p}_-)\right].
\] (68)

We consider the variations of the three quantities,

\[
\hat{r}(\mathbf{R}, t) \rightarrow \hat{r}'(\mathbf{R}, t) = \hat{r}(\mathbf{R}, t) + \delta f_\mathbf{a}(\hat{r}(\mathbf{R}, t), \hat{p}_+(\mathbf{R}, t), \hat{p}_-(\mathbf{R}, t), t),
\]

\[
\hat{p}_\pm(\mathbf{R}, t) \rightarrow \hat{p}_\pm'(\mathbf{R}, t) = \hat{p}_\pm(\mathbf{R}, t) + \delta f_\mathbf{a}(\hat{r}(\mathbf{R}, t), \hat{p}_+(\mathbf{R}, t), \hat{p}_-(\mathbf{R}, t), t).
\] (69)

where the infinitesimal smooth functions satisfy \(\delta f_\mathbf{a}(\mathbf{x}, \mathbf{y}, \mathbf{z}, t) = 0\) \((\mathbf{a} = \mathbf{r}, \mathbf{p}_\pm)\). Then the results of the stochastic variation are summarized by

\[
D_+\hat{r}(\mathbf{R}, t) = 2\frac{\partial H_{sto}}{\partial \hat{p}_+},
\]

\[
D_-\hat{r}(\mathbf{R}, t) = 2\left[\frac{D_+\hat{p}_+(\mathbf{R}, t) + D_-\hat{p}_-(\mathbf{R}, t)}{2} + \frac{\partial H_{sto}}{\partial \hat{r}}\right]_{\hat{r}(\mathbf{R}, t) = x} = 0.
\] (70)

One can easily confirm that the first line of the equations coincides with Eq. (62). These are the stochastic generalization of the canonical equation. Note that, to substitute \(\hat{r}(\mathbf{R}, t) = x\) in the second equation, \(\hat{p}_\pm(\mathbf{R}, t)\) are expressed in terms of \(\mathbf{u}_\pm(\hat{r}(\mathbf{R}, t), t)\) by using Eq. (62). Then the stochastic canonical equations are equivalent to the stochastic Euler-Lagrange equation. As is discussed in Sec. 5.3, these results can be expressed by introducing a generalized Poisson bracket.

The parameters \(\alpha_A\) and \(\alpha_B\) affect only the definitions of the two momenta when the stochastic Hamiltonian does not have a cross term of \(\hat{r}(\mathbf{R}, t)\) and \(\hat{p}_\pm(\mathbf{R}, t)\). In the second equation of the stochastic canonical equation (70), the two momenta always contribute on an equal footing because of \(\partial H_{sto}/\partial \hat{r} = \partial V/\partial \hat{r}\). This property is used to define the standard deviation of momentum later.
A different Hamiltonian formulation is developed in Ref. [60], where the symmetrized Lagrangian for $D_{\pm}$ is considered. Then only one conjugate momentum associated with $v(x,t)$ is introduced while our formulation needs two momenta $p_{\pm}(R,t)$. These two momenta plays a crucial role in the construction of the uncertainty relations in hydrodynamics.

The expectation value of the stochastic Hamiltonian gives that of the Hamiltonian operator in quantum mechanics. From the definition of the stochastic Hamiltonian, we define the following expectation value,

$$H_{sto}(x,t) = H_{sto}(\tilde{r}, \tilde{p}_{+}, \tilde{p}_{-})|_{\tilde{r}(R,t)=x}$$

For the parameter $(\alpha_{A,\alpha B}, \nu) = (0,1/2, \hbar/(2M))$ which reproduces quantum mechanics, this is reduced to

$$H_{sto}(x,t) = \frac{M}{4} \left[ u_{+}^{2}(x,t) + u_{-}^{2}(x,t) \right] + V(x). \quad (72)$$

In this case, it is easily confirmed that the expectation value coincides with that of the Hamiltonian operator,

$$\int d^{D}x \, \rho(x,t) H_{sto}(x,t) = \int d^{D}x \, \Psi^{*}(x,t) \left[ -\frac{\hbar^{2}}{2M} \nabla^{2} + V(x) \right] \Psi(x,t). \quad (73)$$

For a general set of parameters, the relation between the stochastic Hamiltonian and the energy of the corresponding system is not yet known. It is worth mentioning that the canonical equations are not expressed by the standard Poisson bracket in SVM and thus the role of Hamiltonian is changed. See the discussion in Sec. 5.3.

The quantity corresponding to the Hamiltonian operator is obtained from the Bernoulli equation in quantum hydrodynamics. See Appendix B.

5.2. Inequalities in SVM and quantum-mechanical uncertainty relations

To study uncertainty relations, we have to define the standard deviations of position and momentum. For the sake of later convenience, we define the following expectation value,

$$[\bar{f}] = \int d^{D}R \, \rho_{0}(R) \mathbb{E}[f(\tilde{r}(R,t),t)] = \int d^{D}x \, \rho(x,t) f(x,t), \quad (74)$$

where $f(x,t)$ is an arbitrary function and the definition of $\rho(x,t)$ is given by Eq. (21).

Using this definition, the standard deviation of position is defined by

$$\left( \sigma_{x}^{(2)} \right)^{1/2} = \sqrt{[\langle \delta f \rangle]^{2}}, \quad (75)$$

where $\delta f = f(\tilde{r}(R,t),t) - [\bar{f}]$. On the other hand, the corresponding definition for momentum is not trivial because now we have two momenta $\tilde{p}_{\pm}(R,t)$. As we noticed, the momenta always contribute on an equal footing in the stochastic canonical equations (70). Therefore we define the standard deviation of momentum by the average of the two contributions,

$$\left( \sigma_{p}^{(2)} \right)^{1/2} = \sqrt{\frac{[\langle \delta \tilde{p}_{+} \rangle]^{2} + [\langle \delta \tilde{p}_{-} \rangle]^{2}}{2}}. \quad (76)$$
To calculate this expectation value, we should remember that the above momenta are functions of \( \mathbf{r}(R, t) \). It is easily shown that this definition coincides with the quantum-mechanical one [21]. See Appendix C.

The product of the above two deviations is reexpressed as

\[
\sigma^{(2)}_{x'} \sigma^{(2)}_{p'} = \sigma^{(2)}_{x'} \left\{ \left[ (\delta \hat{p}_m)^2 \right] + \left[ (\delta \hat{p}_d)^2 \right] \right\} = \sigma^{(2)}_{x'} \sigma^{(2)}_{p'} + \sigma^{(2)}_{x'} \sigma^{(2)}_{p'},
\]

where

\[
\hat{p}_m(R, t) = \frac{\hat{p}_+(R, t) + \hat{p}_-(R, t)}{2},
\]

\[
\hat{p}_d(R, t) = \frac{\hat{p}_+(R, t) - \hat{p}_-(R, t)}{2}.
\]

From the consistency condition given by Eq. (26), these are reexpressed as

\[
\hat{p}_m(R, t) = M \{ \mathbf{v}(\mathbf{r}(R, t), t) \} + 2\nu A B_+ \nabla \ln \rho(\mathbf{r}(R, t), t) \},
\]

\[
\hat{p}_d(R, t) = M \{ 2\nu A B_+ \nabla \ln \rho(\mathbf{r}(R, t), t) + 2\alpha A B_+ \mathbf{v}(\mathbf{r}(R, t), t) \}.
\]

The terms proportional to \( \nabla \ln \rho(\mathbf{r}(R, t), t) \) contribute to a finite minimum value of the uncertainty relations.

Applying the Cauchy-Schwarz inequality \( E[\hat{A}^2] E[\hat{B}^2] \geq |E[\hat{A} \hat{B}]|^2 \), the first and second terms on the right-hand side of Eq. (77) satisfy

\[
\sigma^{(2)}_{x'} \sigma^{(2)}_{p'} \geq \left| \delta \hat{p}_m \delta \hat{p}_m \right|^2 = M^2 \left| -2\nu A B_+ \delta_{ij} + \left[ \delta \hat{p}_m \right] \right|^2,
\]

\[
\sigma^{(2)}_{x'} \sigma^{(2)}_{p'} \geq \left| \delta \hat{p}_d \delta \hat{p}_d \right|^2 = M^2 \left| -2\nu B_\delta \delta_{ij} + 2\alpha A B_+ \left[ \delta \hat{p}_d \right] \right|^2,
\]

respectively. In this derivation we used

\[
\delta \hat{p}_m = -2M\nu A B_+ \delta_{ij} + M \int d^D x \rho(x, t) x^i \mathbf{v}_t(x, t),
\]

\[
\delta \hat{p}_d = -2M\nu B_\delta \delta_{ij} + 2M\alpha A B_+ \int d^D x \rho(x, t) x^i \mathbf{v}_t(x, t).
\]

Substituting these results into Eq. (77), the inequality satisfied for position and momentum is given by [21]

\[
\sigma^{(2)}_{x'} \sigma^{(2)}_{p'} \geq M^2 \left( \frac{4\nu^2 A^2 B_+^2 - \nu (B_+ - B_-)^2}{1 + 4\alpha^2 A^2 B_+^2} \right) \left( \delta_{ij} + \left[ \delta \hat{p}_d \right] \right)^2.
\]

This is the most general representation of the uncertainty relation for single-particle systems in SVM.

This reproduces the standard uncertainty relations in quantum mechanics. Choosing \( (\alpha_A, \alpha_B, \nu) = (0.1/2, h/2M) \), the above inequality is reduced to

\[
\left( \sigma^{(2)}_{x'} \right)^{1/2} \left( \sigma^{(2)}_{p'} \right)^{1/2} \geq \sqrt{\left( \frac{h}{2} \right)^2 \delta_{ij} + M^2 \left( \left[ \delta \hat{p}_d \right] \right)^2}
\]

\[
= \sqrt{\left( \frac{h}{2} \right)^2 \delta_{ij} + \left( \text{Re}\{\langle x_{ip} \rangle \langle p_{ip} \rangle - \langle x_{ip} \rangle \langle p_{ip} \rangle \} \right)^2}.
\]
In the second line, \( \langle \ldots \rangle \) means the quantum mechanical expectation value with a wave function. The position and the momentum operators in Cartesian coordinates are denoted by \( x_{op} \) and \( p_{op} \), respectively. This inequality is known as the Robertson-Schrödinger inequality in quantum mechanics. When the second term inside the square root on the right-hand side is ignored, this inequality coincides with the Kennard inequality,

\[
\left( \sigma_{x'}^{(2)} \right)^{1/2} \left( \sigma_{p'}^{(2)} \right)^{1/2} \geq \frac{\hbar}{2} \delta_{ij}.
\]

In addition, one can easily confirm in the Robertson-Schrödinger inequality that the second term inside the square root vanishes for the coherent state.

For the case of the Kennard inequality, the right-hand side of Eq. (82) is simplified as

\[
\left( \sigma_{x'}^{(2)} \right)^{1/2} \left( \sigma_{p'}^{(2)} \right)^{1/2} \geq M \nu \left| \frac{4 \alpha_{A} B_{p}^{2} - (B_{+} - B_{-})}{1 + 4 \alpha_{A}^{2} B_{p}^{2}} \right| \delta_{ij} = \frac{4 \nu}{\sqrt{1 + 4 \alpha_{A}^{2} B_{p}^{2}}} \left| \det(M) \right| \delta_{ij}.
\]

From this representation, one can easily see that the minimum value of uncertainty never vanish for a finite \( \nu \) because \( \det(M) \neq 0 \). That is, a finite minimum uncertainty for position and momentum is not inherent in quantum mechanics but universal in stochastic dynamics formulated in SVM.

The Cauchy-Schwarz inequality is a special case of the Hölder inequality,

\[
\left( E[|\hat{A}|^{a}] \right)^{1/a} \left( E[|\hat{B}|^{b}] \right)^{1/b} \geq E[|\hat{A}\hat{B}|] \geq |E[\hat{A}\hat{B}]|,
\]

where the positive real \( a \) and \( b \) satisfy \( 1 < a, b \) and \( 1/a + 1/b = 1 \). The Cauchy-Schwarz inequality is reproduced for \( a = b = 2 \). Using this, we can study a different inequality satisfied for quantum mechanics. Let us introduce

\[
\sigma_{x'}^{(a)} = |[\delta \hat{p'}_{x'}]| ,
\]

\[
\sigma_{p'}^{(b)} = \frac{|[\delta \hat{p'}_{x'}]| + |[\delta \hat{p'}_{x'}]|}{2}.
\]

The product of these quantities satisfies the same uncertainty relation as before,

\[
\left( \sigma_{x'}^{(a)} \right)^{1/a} \left( \sigma_{p'}^{(b)} \right)^{1/b} \geq M \nu \left( \frac{4 \alpha_{A} B_{p}^{2} - v(B_{+} - B_{-})}{1 + 4 \alpha_{A}^{2} B_{p}^{2}} \right)^{2} \delta_{ij} + \left( 1 + 4 \alpha_{A}^{2} B_{p}^{2} \right) \left( |[\delta \hat{p'}_{x'}]| \delta_{ij} - \frac{4 \alpha_{A} B_{p}^{2}}{1 + 4 \alpha_{A}^{2} B_{p}^{2}} \delta_{ij} \right)^{2}.
\]

The consistency condition (26) is the origin of the finite minimum uncertainty in SVM as was shown in the above derivation. In fact, the consistency condition has a close relation to the canonical commutation rule in the standard formulation of quantum mechanics. Using the definitions of the two momenta (63), the consistency condition is reexpressed as

\[
\left[ \frac{1}{2} (\hat{\tau} \hat{p'}_{x'} - \hat{\tau} \hat{p'}_{x'}) + \alpha_{A} B_{+} (\hat{\tau} \hat{p'}_{x'} + \hat{\tau} \hat{p'}_{x'}) \right] = 4 \nu \left| \det(M) \right| \delta_{ij}.
\]

For the parameter set to reproduce the Schrödinger equation, \((\alpha_{A}, \alpha_{B}, \nu) = (0, 1/2, \hbar/(2M))\), this is simplified as

\[
\left[ \hat{\tau} \hat{p'}_{x'} - \hat{\tau} \hat{p'}_{x'} \right] = \hbar \delta_{ij}.
\]
This reminds us the canonical commutation rule although the imaginary unit (i) does not appear in the above equation. The role of the imaginary unit and a more detailed discussion will be developed in a forthcoming paper.

5.3. Generalized bracket

The canonical equations in analytical mechanics can be expressed with the Poisson bracket. The analogous representation seems to be possible in SVM by introducing the generalized bracket,

$$\{X_1, X_2 | Y_+, Y_-\} = \sum_{i=1}^{D} \left[ \frac{\partial X_1}{\partial \hat{Y}_+} \frac{\partial Y_+}{\partial \hat{p}_i} + \frac{\partial X_2}{\partial \hat{Y}_-} \frac{\partial Y_-}{\partial \hat{p}_i} - \frac{\partial X_1}{\partial \hat{p}_i} \frac{\partial Y_+}{\partial \hat{r}} - \frac{\partial X_2}{\partial \hat{p}_i} \frac{\partial Y_-}{\partial \hat{r}} \right]. \quad (91)$$

This bracket is invariant for the simultaneous exchange between \((X_1, Y_+, \hat{p}_+)\) and \((X_2, Y_-, \hat{p}_-)\).

We further suppose that the matrix \(\mathcal{M}\) does not have off-diagonal components (that is, \(\alpha_B = 1/2\)) and hence the stochastic Hamiltonian does not have a cross term of \(\hat{p}_+ (\mathbf{R}, t)\) and \(\hat{p}_- (\mathbf{R}, t)\). Then the stochastic Hamiltonian can be decomposed into the two parts as

$$H_{sto} (\mathbf{r}, \hat{p}_+, \hat{p}_- ) = H^{(+)} (\mathbf{r}, \hat{p}_+) + H^{(-)} (\mathbf{r}, \hat{p}_- ) . \quad (92)$$

This decomposition has an ambiguity for adding a constant but this is irrelevant in the following discussion. Then the stochastic canonical equations (70) are formally expressed using the above bracket as

$$\frac{D_+ \hat{p}_i + D_- 0}{2} = \frac{1}{2} D_+ \hat{p}_i = \{\hat{p}_i, 0 | H^{(+)}, H^{(-)} \} ,$$

$$\frac{D_+ 0 + D_- \hat{p}_i}{2} = \frac{1}{2} D_- \hat{p}_i = \{0, \hat{p}_i | H^{(+)}, H^{(-)} \} ,$$

$$\left[ \frac{D_+ \hat{p}_i + D_- \hat{p}_i}{2} - \{\hat{p}_i, \hat{p}_i | H^{(+)}, H^{(-)} \} \right]_{\mathbf{r}(\mathbf{R}, t) = \mathbf{x}} = 0 . \quad (93)$$

It is however noted that the applicability of the generalized bracket is not confirmed for a general function, like \(f (\hat{r} (\mathbf{R}, t), \hat{p}_+ (\mathbf{R}, t), \hat{p}_- (\mathbf{R}, t))\).

Another generalization of the Poisson bracket is known in classical mechanics by Nambu where the generalized bracket depends on three variables [61]. His approach however will be difficult to apply to our case because of the two different time derivatives in SVM.

6. Uncertainty Relations for continuum media

We have discussed the quantization of single-particle systems in SVM, showing that quantization corresponds to the stochastic variation of a classical action. The applicability is however not limited to quantization. Viscous hydrodynamics can be formulated in SVM.

6.1. Brief summary of variational approach to ideal fluid

We consider the ideal fluid as a continuum medium which is described by the mass distribution \(n(\mathbf{x}, t)\) and the velocity field \(\mathbf{v}(\mathbf{x}, t)\). The ideal-fluid action is

$$I [\rho, \mathbf{v}, \lambda] = \int_{t_i}^{t_f} dt \int d^D x \mathcal{L}(\mathbf{x}, t) , \quad (94)$$

where the Lagrangian density is defined by

$$\mathcal{L}(\mathbf{x}, t) = \frac{n(\mathbf{x}, t)}{2} \mathbf{v}^2 (\mathbf{x}, t) - \varepsilon (n(\mathbf{x}, t)) + \lambda (\mathbf{x}, t) [\partial_1 n(\mathbf{x}, t) + \nabla \cdot \{ n(\mathbf{x}, t) \mathbf{v}(\mathbf{x}, t) \} ] . \quad (95)$$
The behavior of fluid can be understood as the ensemble of fluid elements. The internal energy density $\varepsilon$ is assumed to be a function only of $n(x, t)$. The mass distribution is normalized by

$$M_T = \int d^D x n(x, t), \quad (96)$$

where $M_T$ is the total mass of the fluid. The first and the second terms on the right-hand side of Eq. (95) correspond to the kinetic and potential terms, respectively. The third term represents the constraint of the mass conservation with the Lagrangian multiplier $\lambda(x, t)$.

There is, however, another view to describe fluids. Fluids can be represented by the ensemble of fluid elements which are virtual particles with fixed masses, as is shown in Figure 3. The size of a fluid element is infinitesimal compared to the macroscopic scale of observation, but sufficiently large so that constituent particles in each element are thermally equilibrated. This is known as the assumption of the local thermal equilibrium and a fundamental requirement in hydrodynamics.

The trajectory of the fluid element is denoted by $r(R, t)$ where $R$ is the initial position of fluid elements, $r(R, t_i) = R$. Then the mass distribution is expressed as

$$n(x, t) = \int d^D R n_0(R) \delta^{(D)}(x - r(R, t)), \quad (97)$$

where $n_0(R)$ is the initial mass distribution satisfying

$$M_T = \int d^D R n_0(R). \quad (98)$$

From the above definition of $n(x, t)$, the equation of continuity for the fluid mass is automatically satisfied,

$$\partial_t n(x, t) = -\nabla \cdot \{n(x, t)v(x, t)\}, \quad (99)$$

where we used the identification

$$\frac{dr(R, t)}{dt} = v(r(R, t), t). \quad (100)$$
The action for the ideal fluid in terms of fluid elements is reexpressed as

\[ I[r] = \int_{t_i}^{t_f} dt \int d^D R n_0(R) \left[ \frac{1}{2} \left( \frac{dr(R,t)}{dt} \right)^2 - \frac{1}{n_0(R)} \right] . \tag{101} \]

To obtain this, note that

\[ J(r)n(r(R,t),t) = n_0(R), \tag{102} \]

where the Jacobian is defined by

\[ J(r) = \det \left( \frac{\partial r(R,t)}{\partial R} \right) . \tag{103} \]

We find that the variable of variation in this action (101) is given only by \( r(R,t) \), while \( (\rho, v, \lambda) \) are chosen as the variables in Eq. (94). This is because the mass distribution and the velocity field are expressed using \( r(R,t) \) and its time derivative, and the mass conservation is automatically satisfied in Eq. (97).

We can implement the variation as is the case in single-particle systems. The variation of the trajectory of fluid elements is given by

\[ r(R,t) \rightarrow r'(R,t) = r(R,t) + \delta f(r(R,t),t), \tag{104} \]

where the infinitesimal smooth function \( \delta f(x,t) \) satisfies the same boundary condition introduced before, \( \delta f(x,t_i) = \delta f(x,t_f) = 0 \). The variation of the potential term of the action is calculated as

\[
\begin{align*}
\delta \int_{t_i}^{t_f} dt \int d^D R n_0(R) f(r) \frac{\varepsilon(n_0(R)/J(r))}{n_0(R)} \\
= \int_{t_i}^{t_f} dt \int d^D R n_0(R) \left( \frac{d \varepsilon(n)}{dn} \right) \frac{n_0(R)}{J(r)} \delta n_0(R) \\
= \int_{t_i}^{t_f} dt \int d^D R \left[ \frac{n_0(R)}{n(r(R,t),t)} \nabla P(n(r(R,t),t)) \right] \cdot \delta f(r(R,t),t),
\end{align*}
\]

where the adiabatic (isentropic) pressure is thermodynamically defined as

\[ dE = -PdV \rightarrow P = -\frac{d}{dn^{-1}} \left( \frac{\varepsilon}{n} \right) . \tag{106} \]

From the second to the third line, we used

\[
\delta \frac{n_0(R)}{J(r)} = \frac{n(r(R,t),t)}{J(r)} \sum_{i,j=1}^{D} A_{ij} \frac{\partial \delta f_i(r(R,t),t)}{\partial R^j} . \tag{107}
\]

The cofactor of the Jacobian is defined by

\[ A_{ij} = \frac{\partial J(r)}{\partial (\partial r^i/\partial R^j)} , \tag{108} \]
which satisfies
\[ \sum_{j=1}^{D} \frac{\partial A_{ij}}{\partial R^j} = 0, \]
\[ \sum_{j=1}^{D} A_{ij} \frac{\partial}{\partial R^j} = J(r) \partial_i. \] (109)

The variation of the action eventually leads to
\[
\delta I[r] = \int_{t_i}^{t_f} dt \int d^D R n_0(R) \left[ \frac{d}{dt} v(r(R, t), t) + \frac{1}{n(r(R, t), t)} \nabla P(n(r(R, t), t)) \right] \cdot \delta f(r(R, t), t) \]
\[ = \int_{t_i}^{t_f} dt \int d^D x n(x, t) \left[ (\partial_t + v(x, t) \cdot \nabla) v(x, t) + \frac{1}{n(x, t)} \nabla P(n(x, t)) \right] \cdot \delta f(r(R, t), t). \] (110)

From the Hamilton principle, the velocity field should be given by the solution of the following equation,
\[ (\partial_t + v(x, t) \cdot \nabla) v(x, t) = -\frac{1}{n(x, t)} \nabla P(n(x, t)). \] (111)

This is the Euler equation for the ideal fluid. The same argument is applicable to derive the relativistic Euler equation interacting with electromagnetic fields [62].

To show the equivalence between the two actions (94) and (101), we need to assume that the trajectories of different fluid elements are not across. Such a condition will, however, not be satisfied in the case of turbulence.

6.2. Derivation of compressible NSF equation in SVM

In the derivation of the Euler equation, we consider the variation only of the smooth trajectory of the fluid element. Now we generalize it and take into account the variation of the non-differentiable trajectory following the discussion developed in the previous section [9,21,43]. There are many works to derive the NSF equation of the incompressible fluid in the different formulations of the stochastic calculus of variations [3–8,10,11,30]. The applications to the compressible fluid are developed exclusively using the framework presented in this paper [9,21,43].

The application of SVM to a continuum medium is straightforward. The zigzag trajectory of fluid elements is characterized by the forward and backward SDE’s which are defined by
\[
d\hat{r}(R, t) = u_+(\hat{r}(R, t), t) dt + \sqrt{2}\nu d\hat{W}(t) \quad (dt > 0),
\]
\[
d\hat{r}(R, t) = u_-((\hat{r}(R, t), t) dt + \sqrt{2}\nu d\hat{W}(t) \quad (dt < 0), \] (112)
respectively. The standard Wiener processes are the same as those in the single-particle systems.

The definition of the mass distribution is modified by operating the ensemble average for the Wiener processes,
\[ n(x, t) = \int d^D R n_0(R) \mathbb{E}[\delta^{(D)}(x - r(R, t))], \] (113)
and then the corresponding consistency condition is expressed with the mass distribution as
\[ u_+(x, t) = u_-(x, t) + 2\nu \nabla \ln n(x, t). \] (114)
Using the consistency condition, the equation for the mass distribution is shown to be given by the equation of continuity,

\[ \partial_t n(x, t) = -\nabla \cdot \{ n(x, t)\mathbf{v}(x, t) \}, \]

where the fluid velocity is given by the average of \( u_\pm(x, t) \) as is defined in Eq. (28).

The stochastic action corresponding to Eq. (101) is defined by

\[ I_{sto}[\mathbf{r}] = \int_{t_i}^{t_f} dt \int d^D R \frac{h_0(R)}{M} \mathcal{E}[L_{sto}(\mathbf{r}, D_+, \mathbf{r}, D_-)] , \]

where the stochastic Lagrangian is given by

\[ L_{sto}(\mathbf{r}, D_+, \mathbf{r}, D_-) = M \left[ \frac{1}{2} (D_+ \mathbf{r}(R, t), D_- \mathbf{r}(R, t)) \mathcal{M} \left( \begin{array}{c} D_+ \mathbf{r}(R, t) \\ D_- \mathbf{r}(R, t) \end{array} \right) - \int (\mathbf{r}) \frac{\mathbf{e}(h_0(R)/I(\mathbf{r}))}{h_0(R)} \right]. \]

The matrix \( \mathcal{M} \) is defined in Eq. (37). For the consistency of the dimension of the Lagrangian, we introduced a mass parameter \( M \). It should be emphasized that the internal energy density \( \epsilon \) can be a function not only of the mass distribution but also, for example, of the entropy density. This is different from the case of the ideal fluid where the entropy does not change along the motion of fluid element. In the following calculation, however, we assume that the contribution from the entropy density in variation are negligibly small and thus the entropy dependence in the internal energy density is omitted. This simplification, however, affects the definition of the second coefficient of viscosity. See the discussion below Eq. (121).

Applying the procedure developed in the previous section to Eq. (117), the stochastic Hamilton principle leads to

\[ (\partial_t + \mathbf{u}_-(x, t) \cdot \nabla - v \nabla^2, \partial_t + \mathbf{u}_+(x, t) \cdot \nabla + v \nabla^2) \mathcal{M} \left( \begin{array}{c} \mathbf{u}_+(x, t) \\ \mathbf{u}_-(x, t) \end{array} \right) = -\frac{1}{n(x, t)} \nabla P(n(x, t)). \]

Representing the left-hand side using the fluid velocity \( \mathbf{v}(R, t) \), we find

\[ n(x, t)(\partial_t + \mathbf{v}(x, t) \cdot \nabla) \mathbf{v}(x, t) - \sum_{j=1}^D \partial_j \{ \eta E^{ij}(x, t) + \kappa \Pi^{ij}_Q(x, t) \} = -\partial_t \{ P(n(x, t)) - \xi \theta(x, t) \}, \]

where

\[ E^{ij}(x, t) = \frac{1}{2} (\partial_i \mathbf{v}(x, t) + \partial_j \mathbf{v}(x, t)) - \frac{1}{D} \theta(x, t) \delta_{ij}, \]

\[ \theta(x, t) = \nabla \cdot \mathbf{v}(x, t), \]

\[ \Pi^{ij}_Q(x, t) = n(x, t) \partial_i \partial_j \ln n(x, t), \]

and the coefficients are defined by

\[ \kappa = 2\alpha_g v^2, \]

\[ \eta = 2\alpha_A (1 + 2\alpha_g) v n(x, t), \]

\[ \xi = \frac{\eta}{D}. \]
The shear viscosity term and the bulk viscosity term are represented by \( \eta E_{ij}(x,t) \) and \( \zeta \theta(x,t) \), respectively. This equation is reduced to the Navier-Stokes-Fourier (NSF) equation when the \( \Pi^{ij}_{Q} \) term is dropped by setting \( \kappa = 0 \) (\( \alpha_B = 0 \)). Note however that the finite contribution of the so-called second coefficient of viscosity is not reproduced in the above derivation and thus the bulk viscosity \( \zeta \) is simply proportional to the shear viscosity \( \eta \) as is shown in the last equation of Eq. (121). To reproduce this second coefficient, we should consider, for example, the variation of the entropy dependence in the pressure, as is discussed in Ref. [9]. In the following discussion, however, we ignore this effect.

The last term on the left-hand side, \( \Pi^{ij}_{Q}(x,t) \), corresponds to the quantum potential, because

\[
\frac{\partial_i \nabla^2 \sqrt{n(x,t)}}{\sqrt{n(x,t)}} = \frac{1}{2n(x,t)} \nabla \cdot \{n(x,t) \nabla \partial_i \ln n(x,t)\} .
\] (122)

Differently from quantum hydrodynamics (45), however, the above term is induced by thermal fluctuations, not by quantum fluctuations.

The emergence of the \( \Pi^{ij}_{Q}(x,t) \) term reminds us the possible modification of the NSF equation proposed by Brenner [63–73]. Normally, the fluid velocity is defined so as to be parallel to the mass flow. Brenner pointed out that the velocity of a tracer particle of fluids is not necessarily parallel to such a velocity and the existence of these two velocities should be taken into account in the formulation of hydrodynamics. Then, by applying the linear irreversible thermodynamics, the difference of the two velocities is found to be characterized by the gradient of \( n(x,t) \) as is given by our consistency condition (26) and a new effect corresponding to the \( \Pi^{ij}_{Q} \) term appears in the modified hydrodynamics. See also the Table 1 in Ref. [64]. This theory is called bivelocity hydrodynamics but the introduction of such a modification is still controversial. The similar situation is well-known in the community of relativistic hydrodynamics where two different fluid velocities are introduced through the energy flow (Landau-Lifshitz velocity) and a conserved charge flow (Eckart velocity) [74]. In fact, the structure analogous to bivelocity hydrodynamics naturally appears as the next-to-leading order relativistic corrections to the NSF equation [72]. Let us denote the Landau-Lifshitz velocity and the Eckart velocity by \( u_L(x,t) \) and \( u_E(x,t) \), respectively. Using Eq. (37) of Ref. [72] and Fick’s law of diffusion, we find that these two velocities satisfy

\[
u_L(x,t) - u_E(x,t) \propto \nabla \ln n(x,t) .\] (123)

This relation is analogous of the consistency condition (114). In addition, if we require the positivity of the kinetic term of the stochastic Lagrangian, we cannot set \( \kappa = 0 \) and thus the contribution of the \( \Pi^{ij}_{Q}(x,t) \) term should be maintained. See Appendix D.

Korteweg considered hydrodynamics of liquid-vapor fluids near phase transitions and proposed to add the similar term to our \( \Pi^{ij}_{Q}(x,t) \) term to the NSF equation [75]. This additional term is associated with the capillary action induced by surface effects at the boundary of the two fluids. This equation is called Nevier-Stokes-Korteweg equation. By choosing parameters appropriately, our equation (119) coincides with the Nevier-Stokes-Korteweg equation. There are so many works to investigate this equation. See, for example, [76] and references therein.

As was mentioned in the last of Sec. 6.1, we need to assume no intersection of the trajectories of different fluid elements to show the equivalence of the field-type action (94) and the particle-type action (101). Once the fluctuations of the trajectories are introduced, however, this will not be satisfied and thus we cannot find the corresponding field-type action from Eq. (116). The applications of SVM to field-theoretical systems have not yet been studied sufficiently except for the Klein-Gordon field [77] and thus it is still an open question whether the NSF equation is obtained from the field-type action (95) by introducing zigzag fields.
6.3. Uncertainty relations in hydrodynamics

In the discussion of the uncertainty relations in quantum mechanics, we consider the position and the momentum of a quantum particle. For the uncertainty relations in hydrodynamics, we consider those of fluid elements. Suppose that each fluid element has a fixed common mass $M$ which is much smaller than the total mass of the fluid, $M \ll M_T$ to justify the local thermal equilibrium. Then the total number of fluid elements is given by

$$N_{\text{eff}} = \frac{M_T}{M} = \int d^Dx \rho^{\text{eff}}(x, t),$$  \hspace{1cm} (124)$$

where we introduced the distribution of fluid elements,

$$\rho^{\text{eff}}(x, t) = \frac{1}{M} n(x, t).$$  \hspace{1cm} (125)$$

The choice of $M$ and hence the definition of $\rho^{\text{eff}}(x, t)$ depends on our definition of fluid elements. As is seen soon later, however, the minimum value of uncertainty is independent of the ambiguity of the definition.

Then the standard deviation of the positions of fluid elements will be defined by

$$\left(\sigma^{(2)}_{x_i}\right)^{1/2} = \sqrt{\langle \delta x_i^2 \rangle}.$$  \hspace{1cm} (126)$$

The definition of $\delta$ is the same as that given below Eq. (75), $\delta \vec{r} = \vec{r}(R, t) - \langle \vec{r} \rangle$, where, however, the definition of the average $\langle \ldots \rangle$ is replaced by

$$\langle \ldots \rangle = \int d^Dx \rho_0^{\text{eff}}(R)E[f(\vec{r}(R, t), t)] = \int d^Dx \rho^{\text{eff}}(x, t)f(x, t).$$  \hspace{1cm} (127)$$

Here we used the initial distribution of fluid elements $\rho_0^{\text{eff}}(x) = \rho^{\text{eff}}(x, t_i)$.

The standard deviation of the momentum of fluid elements is defined in the same fashion as Eq. (76) using Eq. (127),

$$\left(\sigma^{(2)}_{p_i}\right)^{1/2} = \sqrt{\langle \delta p_i^2 \rangle} = \sqrt{\frac{\langle \delta p_i^2 \rangle^2}{2}},$$  \hspace{1cm} (128)$$

where the two momenta are

$$\begin{pmatrix} \vec{p}_+(t) \\ \vec{p}_-(t) \end{pmatrix} = 2M \begin{pmatrix} A_+ B_+ u_+(r(R, t), t) + \frac{1}{2} B_- u_-(r(R, t), t) \\ \frac{1}{2} B_+ u_+(r(R, t), t) + A_- B_- u_-(r(R, t), t) \end{pmatrix}.$$  \hspace{1cm} (129)$$

Using these, we find

$$\begin{align*}
\langle \vec{r} \vec{p}_m \rangle &= -2M_T v \alpha A B \delta_{ij} + \int d^Dx n(x, t) x^i v^j(x, t), \\
\langle \vec{r} \vec{p}_d \rangle &= -2M_T v \alpha B \delta_{ij} + 2B_+ A \int d^Dx n(x, t) x^i v^j(x, t),
\end{align*}$$  \hspace{1cm} (130)$$

where the total mass of the fluid $M_T$ comes from Eq. (124).

The uncertainty relation in hydrodynamics is eventually given by

$$\left(\sigma^{(2)}_{x_i}\right)^{1/2} \left(\sigma^{(2)}_{p_i}\right)^{1/2} \geq M_T \left\{ \frac{\langle \delta \vec{r}^2 \rangle}{v^2 + \frac{\delta^2}{\nu^2}} \delta_{ij} + \left(1 + \frac{\delta^2}{\nu^2} \right) \left( \frac{M_T}{M} \langle \delta \vec{r} \delta \vec{p} \rangle - \frac{\xi (v^2 + \delta)}{v^2 + \frac{\delta^2}{\nu^2}} \right) \right\}^{1/2}.$$  \hspace{1cm} (131)$$
Here we introduced the kinematic viscosity
\[ \zeta = \frac{\eta}{2n} = 2\alpha A B_+ v. \] (132)

This is the Robertson-Schrödinger-type inequality in hydrodynamics. The right-hand side is represented by the parameters in hydrodynamics showing that the magnitude of the minimum value is characterized by viscosity, which is known to be associated with thermal fluctuations through the fluctuation-dissipation theorem.

The second term inside the square root on the right-hand side depends on the behaviors of fluids but is always positive. Therefore, by dropping this, the above inequality is simplified and we obtain the Kennard-type inequality in hydrodynamics,

\[
\left( \sigma_{xi}^{(2)} \right)^{1/2} \left( \sigma_{pi}^{(2)} \right)^{1/2} \geq M_T \frac{|\sigma^2 - \kappa|}{\sqrt{v^2 + \sigma^2}} \delta_{ij} = \frac{4M_T v}{\sqrt{1 + (\xi/v)^2}} |\text{det}(M)| \delta_{ij},
\] (133)

where
\[ \text{det}(M) = \frac{\kappa - \zeta^2}{4v^2} \neq 0. \] (134)

It should be emphasized that the minimum value of uncertainty is independent of the definition of fluid elements. This depends on the total mass of the fluid \( M_T \) and thus becomes larger as the increase of the volume of fluids.

In the above definition of \( \sigma_{xi}^{(2)} \), we measure the position from the following expectation value,
\[ \langle \hat{r}^i \rangle = \int d^D x \rho_{\text{eff}}(x, t) x^i. \] (135)

On the other hand, the center of mass of fluids is defined by
\[ \int d^D x \rho_{\text{eff}}(x, t) \langle \hat{r}^i \rangle, \] (136)

and then we can define the standard deviation of the position measured from the center of mass by
\[ \left( \Sigma_{xi}^{(2)} \right)^{1/2} = \frac{1}{\int d^D x \rho_{\text{eff}}(x, t)} \left( \sigma_{xi}^{(2)} \right)^{1/2}. \] (137)

Using this definition, the Kennard-type inequality is reexpressed as
\[
\left( \Sigma_{xi}^{(2)} \right)^{1/2} \left( \sigma_{pi}^{(2)} \right)^{1/2} \geq \frac{4M v}{\sqrt{1 + (\xi/v)^2}} |\text{det}(M)| \delta_{ij}. \] (138)

Here \( M_T \) is replaced with \( M \) and thus this minimum value depends on the choice of the definition of the fluid element. This mass cannot be smaller than the mass of the constituent particle of a simple fluid, \( m_{cs} \). Thus, by substituting \( m_{cs} \) into \( M \), the Kennard-type inequality should satisfy
\[
\left( \Sigma_{xi}^{(2)} \right)^{1/2} \left( \sigma_{pi}^{(2)} \right)^{1/2} \geq \frac{4m_{cs} v}{\sqrt{1 + (\xi/v)^2}} |\text{det}(M)| \delta_{ij}. \] (139)

To estimate the right-hand side, we consider water at room temperature, where the mass of the molecule is \(~ 3 \times 10^{-26} \) kg and \( \xi \sim 10^{-6} \) m²/s. The stochastic intensity \( v \) may be identified with a
diffusion coefficient in fluid which is normally much smaller than $\zeta$, say, $\nu \sim 10^{-9}$ m$^2$/s. Then the minimum value for water becomes

$$
\frac{4m_c s v}{\sqrt{1 + (\zeta / v)^2}} |\text{det}(M)| \sim m_c s \zeta \sim 3 \times 10^{-32} [\text{kg m}^2/\text{s}] \sim 600 \times \frac{\hbar}{2}.
$$

(140)

On the other hand, we choose $\zeta \sim 0.3 \times 10^{-6}$ m$^2$/s and $\nu \sim 10^{-4}$ m$^2$/s for water vapor and then the minimum value becomes

$$
\frac{4m_c s v}{\sqrt{1 + (\zeta / v)^2}} |\text{det}(M)| \sim 60 \times \frac{\hbar}{2}.
$$

(141)

In these calculations, we set $\kappa = 0$ to consider the NSF equation. These values are larger than that of quantum mechanics by two or three order but will be much smaller than the typical coarse-grained scales of hydrodynamics. To observe the minimum value of uncertainty, we need to measure the mass distribution and the velocity field with precision. In such a precision, however, the hydrodynamical description normally loses its validity because the hydrodynamical approach is applicable only to macroscopic variables observed in a coarse-grained scale.

We have emphasized that the fluid element should be chosen so as to satisfy the local thermal equilibrium. Mathematically, this condition affects only the definition of the potential term of the Lagrangian. On the other hand, the uncertainty relations in our formulation are derived from the consistency condition (26) and the definitions of momenta (62), and thus independent of the property of the potential term. Therefore, our relations are applicable to continuum media where the local thermal equilibrium is not satisfied.

6.4. Uncertainty relations in quantum field theory and SVM

The Gross-Pitaevskii equation describes a coarse-grained quantum dynamics of, for example, the Bose-Einstein condensate in the trapped Bose gas. This equation is normally derived by applying the mean-field approximation to the bosonic Schrödinger-field equation. Let us consider the uncertainty relation for such a field-theoretical system.

The bosonic Schrödinger-field operator satisfies the canonical commutation rule,

$$
[\phi(x,t), \phi^\dagger(x',t)] = \delta^{(D)}(x - x').
$$

(142)

Using these field operators, the field-theoretical position and momentum operators are defined by

$$
\begin{align*}
x_{op}^i &= \int d^D x \phi^\dagger(x,t)x^i \phi(x,t), \\
p_{op}^j &= \int d^D x \phi^\dagger(x,t)(-i\hbar \partial_j) \phi(x,t),
\end{align*}
$$

(143) (144)

respectively. One can easily confirm that these operators satisfy

$$
[x_{op}^i, p_{op}^j] = i\hbar N_{op}\delta_{ij},
$$

(145)

where the number operator is defined by

$$
N_{op} = \int d^D x \phi^\dagger(x,t)\phi(x,t).
$$

(146)

Then the Kennard inequality for this many-body system is calculated as

$$
\sigma_x \sigma_p \geq \frac{\hbar}{2} (N_{op})\delta_{ij},
$$

(147)
The time evolutions of the mass distribution and the velocity field are shown on the left and right panels, respectively. The Reynolds number is set by $R = 10$. The initial values are denoted by the dashed lines. The five different solid lines represent the results for $\tau = 1, 2, 3, 4$, and 5, respectively.

where $\langle \rangle$ denotes the standard expectation value with a Fock state vector in quantum field theory. Then the above standard deviations are defined by

$$
\sigma_A = \sqrt{\langle (A_{op} - \langle A_{op} \rangle)^2 \rangle},
$$

(148)

where $A_{op}$ is an operator.

This uncertainty relation is reproduced in SVM [21]. As is discussed in Ref. [21] and summarized in Appendix E, the Gross-Pitaevskii equation is obtained by applying the SVM quantization to the classical Lagrangian of the ideal fluid (101). To obtain the corresponding uncertainty relation from Eq. (133), we set $(\alpha_A, \alpha_B, \nu) = (0, 1/2, \bar{h}/(2M))$,

$$
\left( \frac{\sigma_x^{(2)}}{\sigma_x} \right)^{1/2} \left( \frac{\sigma_p^{(2)}}{\sigma_p} \right)^{1/2} \geq \frac{\hbar}{2} N \delta_{ij}.
$$

(149)

Note that $M$ is the mass of the constituent particle of the Bose-Einstein condensate and $N = M_T / M = \langle N_{op} \rangle$ is the number of particles. This coincides with the result from quantum field theory, (147).

7. Numerical examples and uncertainty relations for liquid and gas

To investigate the behavior of the uncertainty relations in hydrodynamics, we consider the time evolution of the fluid described by the NSF equation in 1+1 dimensional system. As the initial condition, we choose the static fluid ($v(x, 0) = 0$) with the Gaussian mass distribution

$$
n(x, 0) = \frac{M_T}{\sqrt{2\pi}x_0} e^{-\frac{x^2}{2x_0^2}} \equiv \frac{n_0}{\sqrt{2\pi}} e^{-\frac{x^2}{2x_0^2}},
$$

(150)

where $x_0$ is a parameter characterizing the spatial distribution. Because we are interested in the behavior of the NSF equation, we set $\alpha_B = 0$ (or equivalently $\kappa = 0$) in the following numerical calculations.
7.1. Time evolution of the NSF equation in 1+1 dimension

The adimensional representation of the NSF equation has a unique parameter, the Reynolds number \( (Re) \), defined by

\[
Re = \frac{x_0 \bar{v}_0}{\bar{\zeta}} n = \frac{x_0 \bar{v}_0}{\eta} n,
\]

where \( \bar{v}_0 \) is a typical scale of the fluid velocity.

Then the NSF equation in the adimensional form is represented by

\[
(\partial_\tau + \bar{v} \partial_q) \bar{v} = -\frac{1}{n} \partial_q \left( P - \frac{n}{Re} \partial_q \bar{\zeta} \right),
\]

where adimensional quantities are introduced as

\[
q = \frac{x}{x_0},
\]

\[
\bar{v} = \frac{v}{v_0},
\]

\[
\tau = \frac{t \bar{v}_0}{x_0} = \frac{t}{t_0},
\]

\[
n = \frac{n}{n_0},
\]

\[
P = P \frac{1}{n_0 \bar{v}_0^2}.
\]

We further consider the pressure in the adiabatic (isentropic) process of the ideal gas,

\[
P = C n^{5/3}.
\]

For the sake of simplicity, we set the coefficient \( C = 1 \).

The numerical algorithm to solve the NSF equation is smoothed particle hydrodynamics (SPH). For the brief summary of SPH, see Appendix F. The mass distribution and the velocity field of the fluid are calculated and shown on the left and right panels of Figure 4, respectively. The Reynolds number is set by \( Re = 10 \). The initial values, which are given by the static Gaussian distribution mentioned above, are denoted by the dashed lines. The five different solid lines represent the results for \( \tau = 1, 2, 3, 4, \) and \( 5 \), respectively.

Brownian motions of fluid elements are calculated from the forward SDE (11) by substituting \( n(x,t) \) and \( v(x,t) \) of the NSF equation. It should be noted that the fluctuations of the trajectories depend on another parameter \( \alpha_A \) which does not appear explicitly in the NSF equation. In Figure 5, we show the trajectories of the fluid elements for two different values of \( \alpha_A \) fixing \( Re = 10 \). The left panel is the result for \( \alpha_A = 0.1 \) and the right panel for \( \alpha_A = 10 \). The forward SDE (11) is numerically solved using the Euler-Maruyama method with \( d\tau = 0.005 \). The six different initial positions of the fluid elements are utilized to show the stochastic trajectories; \( q(0) = -3.45, -0.84, -0.25, 0.25, 0.84 \) and \( 3.45 \). For the sake of comparison, the streamlines of the fluid are shown by the dotted lines. One can see that the fluctuation of the trajectory is enhanced for the smaller value of \( \alpha_A \) because the intensity of the thermal noise \( v \) can be expressed as

\[
v = \frac{x_0 \bar{v}_0}{2\alpha_A Re}.
\]
The trajectories of Brownian motions of fluid elements. The left and right panels represent the results for $\alpha_A = 0.1$ and 10, respectively. The six different initial positions are chosen by $q(0) = -3.45, -0.84, -0.25, 0.25, 0.84$ and 3.45. For the sake of comparison, the streamlines of the fluid are shown by the dotted lines.

7.2. uncertainty relations for Gaussian initial condition

The adimensional representation of the standard deviation of position is given by

$$
\sigma_{x_i}^{(2)}(\tau) = \int d^Dq \rho(q, \tau) \left( q_i - \frac{M_T}{M} \int d^Dq \rho(q, \tau) q_i^2 \right) = \frac{M}{M_T \chi_0} \sigma_{x_i}^{(2)}. \quad (156)
$$

It should be noted that the two masses, $M$ and $M_T$, appear because the definition of $\rho^{eff}(q, \tau)$ depends on the choice of the mass of the fluid element. For the corresponding quantity for momentum, we define

$$
\sigma_{p_i}^{(2)}(\tau) = \frac{M_T^2}{M^2} \int d^Dq \rho(q, \tau) d^Dp_i(q, \tau) = \frac{1}{MM_T v_0} \sigma_{p_i}^{(2)}. \quad (157)
$$

Here an adimensional function is introduced by

$$
d^Dp_i(q, \tau) = \frac{1}{2} \sum_{\mu = \pm} \left[ \left( \omega^\mu_i(q, \tau) \right)^2 - \left( \frac{M_T}{M} \int d^Dq \rho(q, \tau) \omega^\mu_i(q, \tau) \right)^2 \right], \quad (158)
$$

with

$$
\begin{bmatrix}
\omega^+_i(q, \tau) \\
\omega^-_i(q, \tau)
\end{bmatrix} = \frac{M}{M_T v_0} \begin{bmatrix}
A_+ u^+_i(x, t) + \frac{1}{2} u^-_i(x, t) \\
\frac{1}{2} u^+_i(x, t) + A_- u^-_i(x, t)
\end{bmatrix}. \quad (159)
$$

These $\omega^\mu_i(q, \tau)$ are adimensional representations of the momentum functions $p^\mu_i(x, t)$ which are obtained from Eq. (129) as

$$
\begin{bmatrix}
p_+(x, t) \\
p_-(x, t)
\end{bmatrix} = 2M \begin{bmatrix}
A_+ B_+ u_+(x, t) + \frac{1}{2} B_- u_-(x, t) \\
\frac{1}{2} B_+ u_+(x, t) + A_- B_- u_-(x, t)
\end{bmatrix}, \quad (160)
$$

with $\alpha_B = 0$. 
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Figure 6. The time evolutions of the product $(\sigma^2(x) \tau)^{1/2}(\sigma^2(p) \tau)^{1/2}$ for the liquid case $(\alpha_A = 10)$ are shown on the right panel. The extended figure for the early stage of the time evolution is plotted on the left panel in logarithmic scale. The six solid lines represent the results for $Re = 1, 2, 3, 5, 10$ and $20$. For the sake of comparison, the result for the ideal fluid is denoted by the dotted line. The inclination of the solid line is enhanced as $Re$ is increased. All solid lines are always larger than the theoretically predicted minimum values.

Then the Kennard-type uncertainty relation in terms of the adimensional quantities is expressed as

$$
\left( \sigma^2_{x_i}(\tau) \right)^{1/2} \left( \sigma^2_{p_j}(\tau) \right)^{1/2} \geq \frac{1}{Re} \sqrt{\frac{\alpha^2_A}{4(1 + \alpha^2_A)}} \delta_{ij}.
$$

(161)

For the symmetric initial condition considered here, $\sigma^2_{x_i}(\tau)$ and $\sigma^2_{p_j}(\tau)$ are independent of $M$. Thus our simulations do not have ambiguity associated with the choice of the mass of the fluid element.

Using the Gaussian initial distribution defined by Eq. (150), the initial value of the product is estimated exactly as

$$
\left( \sigma^2_{x_i}(0) \right)^{1/2} \left( \sigma^2_{p_j}(0) \right)^{1/2} = \frac{1}{2Re} \sqrt{\frac{\alpha^2_A}{4(1 + \alpha^2_A)}}.
$$

(162)

The initial value is always larger than the minimum value for any real $\alpha_A$.

As was discussed in Sec. 6.2, the parameter $\alpha_A$ is given by the ratio of the kinematic viscosity $\zeta$ and the diffusion coefficient $\nu$: $\alpha_A >> 1$ for liquid and $\alpha_A << 1$ for gas in water. Thus we investigate the uncertainty relations for two different values, $\alpha_A = 10$ and $\alpha_A = 0.1$, and, for the sake of convenience, we call the former liquid case and the latter gas case, respectively.

The time evolution of the product $(\sigma^2_{x_i}(\tau) \tau)^{1/2}(\sigma^2_{p_j}(\tau) \tau)^{1/2}$ for the liquid case $(\alpha_A = 10)$ is shown on the right panel of Figure 6. The extended figure for the early stage of the time evolution is plotted on the left panel in logarithmic scale. The six solid lines represent the results for $Re = 1, 2, 3, 5, 10$ and $20$. For the sake of comparison, the dotted line denotes the result for the ideal fluid, which is calculated by setting $(\alpha_A, \alpha_B, \nu) = (0, 0, 0)$ in the definition of the standard deviations and substituting the numerical result of the Euler equation. The inclination of the solid line is enhanced as $Re$ is increased. All solid lines are monotonically increasing functions and always stay above the result of the ideal fluid. Because of Eq. (162), then, it is easy to see that these lines are always larger than the theoretically predicted
Figure 7. The time evolutions of the product \((\sigma^{(2)}(\tau))^{1/2}(\sigma^{(2)}_p(\tau))^{1/2}\) for the gas case \((\alpha_A = 0.1)\) are shown on the left panel. The extended figure for the early stage of the time evolution is plotted on the right panel in logarithmic scale. The six solid curves represent the results for \(Re = 1, 2, 3, 5, 10\) and \(20\). For the sake of comparison, the result for the ideal fluid is denoted by the dotted line. The position of the local minimum of the solid curve moves to the upper right as \(Re\) is decreased. All solid curves are always larger than the theoretically predicted minimum values. Except for the early stage of the time evolution, the line for smaller \(Re\) is closer to the ideal-fluid line.

The behavior of the product \((\sigma^{(2)}(\tau))^{1/2}(\sigma^{(2)}_p(\tau))^{1/2}\) for the gas case \((\alpha_A = 0.1)\) is qualitatively different as is shown on the right panel of Figure 7. The extended figure for the early stage of the time evolution is plotted on the left panel in logarithmic scale. The six solid curves represent the results for \(Re = 1, 2, 3, 5, 10\) and \(20\). The result for the ideal fluid is denoted by the dotted line. The position of the local minima of the solid curves moves to the upper right as \(Re\) is decreased. Because of the initial condition \((162)\), all curves start from the larger values than that of the ideal fluid. The solid lines behave as decreasing functions in the early stage and, afterward, become increasing functions which stay below the result of the ideal fluid. Although it is not explicitly shown, these local minima of the solid lines are always larger than the theoretically predicted minimum values.

In these figures, the solid line of larger \(Re\) stays above that of smaller \(Re\) in the late stage of the time evolution. It is because both of the spreading of the mass of the fluid and the evolution of the velocity field are decelerated as \(Re\) decreases due to the enhancement of the effect of viscosity.

In these simulations, we find that the product for the liquid case \((\alpha_A = 10)\) is always larger than that of the gas case \((\alpha_A = 0.1)\). This can be understood from the definition of the fluid momenta. As is seen from Eq. \((160)\), two momenta are given by the linear combination of the two contributions: one is the fluid velocity \(v(x, t)\) and the other \(\nabla \ln n(x, t)\). In our simulations, these are given by

\[
\begin{align*}
p_+(x, t) &= M \left\{ (1 + \alpha_A)v(x, t) + \frac{x_0 \partial_1}{2Re} \ln n(x, t) \right\}, \\
p_-(x, t) &= M \left\{ (1 - \alpha_A)v(x, t) + \frac{x_0 \partial_1}{2Re} \ln n(x, t) \right\}.
\end{align*}
\]

(163)

We focus on the behavior at \(x \geq 0\) in our Gaussian initial condition. Then as is seen from the left panel of Figure 4, the contribution of \(\partial_1 \ln n(x, t)\) is negative but that of \(v(x, t)\) is positive. Thus a part of the contributions from the two terms is canceled for any real \(\alpha_A \geq 0\) in \(p_+(x, t)\). The same discussion is applied to \(p_-(x, t)\) when \(0 \leq \alpha_A \leq 1\), but such a cancellation does not occur for \(\alpha_A > 1\). Therefore the
The time evolutions of the product \((\sigma_2(\tau))^1/2(\sigma_p(\tau))^1/2\) for the fluid at the boundary between liquid and gas \((\alpha_A = 1)\) are shown on the right panel. The extended figure for the early stage of the time evolution is plotted on the left panel in logarithmic scale. The six solid curves represent the results for \(Re = 1, 2, 3, 5, 10\) and 20. For the sake of comparison, the result for the ideal fluid is denoted by the dotted line. The position of the local minimum of the solid curves moves to the upper right as \(Re\) is decreased. The solid line of \(Re = 3\) and the dotted line are almost on top of each other. The solid curves for \(Re \geq 5\) stay above the dotted line.

The standard deviation of momentum for liquid \((\alpha_A = 10)\) is always larger than that of gas \((\alpha_A = 0.1)\). The same argument is applicable to the behavior at \(x < 0\). This may suggest that the qualitatively different behavior in the uncertainty relation may be used to classify liquid and gas in fluids.

To see the behavior of the fluid at the boundary of the liquid and gas cases, the products for \(\alpha_A = 1\) are shown on the right panel of Figure 8. The extended figure for the early stage of the time evolution is plotted on the left panel in logarithmic scale. The six solid curves represent the results for \(Re = 1, 2, 3, 5, 10\) and 20. The result for the ideal fluid is denoted by the dotted line. The position of the local minima of the solid curves moves to the upper right as \(Re\) is decreased. Differently from the previous calculations, the asymptotic behavior depends on \(Re\): the solid curves for \(Re \geq 5\) stay above the dotted line but those for \(Re \leq 2\) stay below. The solid line of \(Re = 3\) and the dotted line are almost on top of each other.

Suppose that the dotted line for the ideal fluid gives a dividing ridge of liquid and gas. For the previous simulations for liquid and gas, the solid lines never intersect the dotted line in the late stage of the time evolution. The intersects in the early stage are affected by the choice of initial conditions and we focus only on the asymptotic behaviors of the uncertainty relation. Then the classification of liquid and gas does not depends on the values of \(Re\) for \(\alpha_A = 0.1\) and 10. On the other hand, the fluid of \(\alpha_A = 1\) changes its behavior depending on \(Re\). There is an critical value \(Re^*\) near \(Re = 3\). For the fluid with \(Re > Re^*\), the asymptotic behavior of the product is larger than the ideal one and thus is classified as liquid. On the other hand, the fluid with \(Re < Re^*\) is classified as gas.

8. Discussions and concluding remarks

We showed that the quantum-mechanical uncertainty relations can be reformulated in the stochastic variational method. In this approach, the finite minimum value of the uncertainty of position and momentum is attributed to the non-differentiable (virtual) trajectory of a quantum particle, and both of the Kennard and Robertson-Schrödinger inequalities in quantum mechanics are reproduced [21]. The similar non-differentiable trajectory is considered for the trajectory of fluid
elements in hydrodynamics. By applying the same procedure to the position and the momentum of fluid elements, the Kennard-type and Robertson-Schrödinger-type uncertainty relations are obtained for fluids described by the Navier-Stokes-Fourier equation or the Navier-Stokes-Korteweg equation [21]. These relations are applicable to the trapped Bose gas described by the Gross-Pitaevskii equation and then the field-theoretical uncertainty relation is reproduced.

The derived Kennard-type inequality was numerically investigated with the initial condition of the static Gaussian mass distribution. We consider two different cases: one is $\xi > \nu$ and the other $\xi < \nu$, where $\xi$ is the kinematic viscosity and $\nu$ is identified with the diffusion coefficient. The former case will correspond to liquid and the latter to gas. We found that the behaviors of the uncertainty relations for liquid and gas are qualitatively different: the products of the standard deviations for liquid are always larger than that for the ideal fluid while those for gas are always smaller.

These numerical results suggest that the difference of liquid and gas is characterized through the behavior of the uncertainty relations. The fluid with a larger uncertainty than that of the ideal fluid behaves as liquid, while the one with a smaller uncertainty behaves as gas. For a given $\alpha_A = \xi/\nu$, a critical Reynolds number $Re^*$ may be defined. The fluid of $Re > Re^*$ behaves as liquid while that of $Re < Re^*$ is gas. For the cases of $\alpha_A = 0.1$ and $10$, $Re^*$ will be $\infty$ and $0$, respectively. A finite number of $Re^*$ will be observed for the fluid of $\alpha_A$ close to 1.

To establish this conjecture, we have to investigate the behaviors in more general initial conditions, equation of states and higher spatial dimensional systems. Moreover, our definition of the standard deviation depends on the choice of fluid elements when initial conditions are asymmetric. This does not stand in the way of finding the generalized relations in hydrodynamics, but, to improve the above classification, it is worth considering another definition which is independent of the choice of fluid elements for any initial condition.

There are still many properties of the uncertainty relations which should be studied. The minimum uncertainty state in hydrodynamics is one of examples. In quantum mechanics, the coherent (squeezed) state is known as the minimum uncertainty state but the corresponding state in hydrodynamics is not known [78].

We have considered the standard deviations of position and momentum which are averaged over all fluid elements. On the other hand, the uncertainty for a single fluid element will be important in other applications. For example, the particle production from an excited vacuum is studied in relativistic heavy-ion collisions. In principle, the dynamics of these particles is described by quantum chromodynamics (QCD), but the non-equilibrium behavior of QCD is very difficult to describe. Thus, as an effective approach, the excited vacuum is approximately replaced by a classical continuum medium which is described by relativistic hydrodynamics. This effective model describes the distributions of the produced particles successfully [74]. In extracting the information of particles from the classical fluid, we assume a hadronization mechanism where the particles are produced by thermal radiation from each fluid element which is thermally equilibrated. In this mechanism, the motion of the fluid element is simply assumed to coincide with the streamline of the relativistic fluid, but it is unlikely for viscous fluids as was shown in Figure 5. The uncertainty for a single fluid element will be used to compensate this discrepancy. Moreover the uncertainty relations are associated with microscopic behaviors which are coarse-grained in hydrodynamics and hence may provide more detailed information of the statistical distribution of quarks and gluons which are the constituent particles of the relativistic fluid beyond the standard hydrodynamical analysis.

We have so far considered fluids described in Cartesian coordinates. The uncertainty relations in generalized coordinates is known to be difficult. For example, the uncertainty relation for angle has a famous paradox in quantum mechanics [79]. Let us consider a 2-dimensional system described in polar coordinates. Then the conjugate momentum associated with the angular variable is given by the angular momentum. If one defines an angle operator $\theta_{\theta p}$ such that its commutation rule with the
angular momentum operator $L_{\text{op}}$ is canonical, $[\theta_{\text{op}}, L_{\text{op}}] = i\hbar$, then the obtained Kennard inequality reads

$$\sigma_\theta \sigma_L \geq \frac{\hbar}{2},$$

(164)

where $\sigma_\theta$ and $\sigma_L$ are defined by Eq. (148) with the Hilbert vector. This is however unacceptable because $\sigma_\theta$ should be infinite for the eigenstate of $L$ but the maximum value of $\sigma_\theta$ is finite due to the bounded domain of the spectrum, $0 \leq \theta < 2\pi$.

This discrepancy is usually attributed to the difficulty of the introduction of a multiplicative angle operator satisfying the standard canonical commutation rule. See a review paper [79] and the recent papers [80–84] for survey and discussion. On the other hand, the procedure developed in this paper need not to introduce the operator representations of position and momentum and thus we can avoid the difficulty associated with the definition of operators. In Ref. [22], the uncertainty relation in generalized coordinates is obtained. For a contravariant position vector $q^i$ and a covariant momentum vector $p_j$ in a D-dimensional system, the corresponding Kennard inequality is given by

$$\left(\frac{\sigma^{(2)}_L}{\sigma^{(2)}_p}\right)^{1/2} \geq \frac{\hbar}{2} \sqrt{\delta^k_{ij} - \int d^D q \partial_j \{ J \rho (q^j - E \left[ \hat{q}^i \right]) \} + \int J d^D q \rho (q^j - E \left[ \hat{q}^i \right]) \Gamma^k_{ij}^l},$$

(165)

where we used Einstein’s notation of the summation, and $J$ and $\Gamma^i_{jk}$ are the Jacobian and the Christoffel symbol, respectively. One can confirm that the paradox for the angular uncertainty relation does not exist in this inequality. Moreover, SVM is applicable to quantum systems in curved geometry [42]. The above uncertainty relation is applicable to curved geometries and hence its generalization to hydrodynamics may be useful to investigate the properties of, for example, highly dense quark-hadron matter in binary neutron star mergers which are described in general relativistic hydrodynamics [85,86].
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**Appendix A Ito’s lemma**

Let us consider an arbitrary smooth function $f(x, t)$. Then the change of this function on a stochastic particle, which is described by the forward SDE (11), is given by Ito’s lemma,

$$df(\mathbf{r}(\mathbf{R}, t), t) = dt \left( \partial_t f(\mathbf{r}(\mathbf{R}, t), t) + \mathbf{u} \cdot \nabla f(\mathbf{r}(\mathbf{R}, t), t) + v \nabla^2 f(\mathbf{r}(\mathbf{R}, t), t) + \sqrt{2v} \nabla f(\mathbf{r}(\mathbf{R}, t), t) \cdot d\mathbf{W}(t) \right).$$

(A1)

This corresponds to the lower series truncation of the Taylor expansion in the stochastic calculus. Note that the Wiener process has a dimension $d\mathbf{W}(t) \sim \sqrt{dt}$, and the above result has a part of the contribution of the second order in $d\mathbf{r}(\mathbf{R}, t)$. 
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The same argument is applied when the stochastic particle is described by the backward SDE (13),

\[
\text{d}f(\hat{r}(R, t), t) = \text{d}t \left( \partial_t + u_-(\hat{r}(R, t), t) \cdot \nabla - \nu \nabla^2 \right) f(\hat{r}(R, t), t) + \sqrt{2\nu} \nabla f(\hat{r}(R, t), t) \cdot \text{dW}(t) + o(\text{d}t). \tag{A2}
\]

**Appendix B Bernoulli equation in quantum hydrodynamics**

Interestingly, the energy eigenvalue problem in the Schrödinger equation corresponds to the Bernoulli equation in quantum hydrodynamics. We find that Eq. (45) can be reexpressed as

\[
\frac{1}{2} \cdot \partial_t v^2(x, t) = -v(x, t) \cdot \nabla B_{\text{er}}(x, t), \tag{A3}
\]

where the Bernoulli function is defined by

\[
B_{\text{er}}(x) = \frac{v^2(x)}{2} + \frac{V(x)}{M} - 2\nu \frac{\nabla^2 \sqrt{\rho(x)}}{\sqrt{\rho(x)}} = E. \tag{A4}
\]

For the stationary solution, the left-hand side of the above equation vanishes. On the other hand, \(v(x, t) \cdot \nabla\) represents the differential along the flow of the probability distribution. Thus the Bernoulli function is constant along a streamline of the “quantum fluid”,

\[
B_{\text{er}}(x) = \frac{v^2(x)}{2} + \frac{V(x)}{M} - 2\nu \frac{\nabla^2 \sqrt{\rho(x)}}{\sqrt{\rho(x)}} = E. \tag{A5}
\]

where \(E\) is a constant. On the other hand, the equation of continuity for the probability distribution (29) becomes

\[
\nabla \cdot \{ \rho(x) v(x) \} = 0. \tag{A6}
\]

Using the definitions of the phase (47) and the wave function (49), the above two equations lead to

\[
\left(-2Mv^2\nabla^2 + V(x)\right) \Psi(x) = E \Psi(x). \tag{A7}
\]

One can easily see that this is the time-independent Schrödinger equation by choosing \(\nu = \hbar / (2M)\).

**Appendix C Relation to quantum mechanical standard deviation**

We will show that Eq. (76) is equivalent to that in quantum mechanics. See also the discussion in Ref. [87]. First we find the second order correlation of the momentum operator in quantum mechanics as

\[
\langle p_{x}^2 \rangle = \langle -i\hbar \nabla \rangle = \langle \hbar^2 (\nabla \ln \sqrt{\rho(x, t)})^2 + (\nabla \theta(x, t))^2 \rangle, \tag{A8}
\]

where \(\langle \cdot \rangle\) represents the expectation value with the wave function with the decomposition (49). On the other hand, Eq. (26) is re-expressed with this decomposition of the wave function as \(M(u_+(x, t) - u_-(x, t)) = \hbar \nabla \ln \rho(x, t)\). Note that the current of the probability distribution is equivalent to that of the Fokker-Planck equation. Therefore the mean velocity is expressed as \(M v(x) = \nabla \theta(x, t)\).

Using these relations, we can show

\[
\frac{(\langle \hat{M}_+ \rangle^2 + \langle \hat{M}_- \rangle^2)}{2} = \langle p_{x}^2 \rangle, \tag{A9}
\]
and
\[ [\mathbf{M}_\pm] = \langle p_{op} \rangle . \]  
(A10)

Summarizing these results, we find
\[
\langle p_{op}^2 \rangle - \langle p_{op} \rangle^2 = \frac{([\mathbf{M}_+]^2 - ([\mathbf{M}_+]^2)^2)}{2} + \frac{([\mathbf{M}_-]^2 - ([\mathbf{M}_-]^2)^2)}{2} . \tag{A11}
\]

The right-hand side of the above result is equivalent to Eq. (76).

**Appendix D The positivity of the kinetic term of the Lagrangian**

To obtain the NSF equation, we chose \( \alpha_A > 0 \) and \( \alpha_B = 0 \), leading to
\[
\text{Tr}(\mathcal{M}) > 0 \text{ and } \det(\mathcal{M}) < 0, \tag{A12}
\]
where \( \mathcal{M} \) is defined by Eq. (37). On the other hand, from the well-known second-order algebra, the necessary and sufficient condition for the positive-semidefinite kinetic term in the Lagrangian is given by
\[
\text{Tr}(\mathcal{M}) > 0 \text{ and } \det(\mathcal{M}) > 0, \tag{A13}
\]
and it demands
\[ \xi < \sqrt{\kappa}. \tag{A14} \]

Therefore, to have a finite viscosity requiring the positive kinetic term, \( \kappa \) should not vanish but this is not the case of the standard NSF equation. Note, however, that it is not clear whether such a requirement is mandatory, because the above positivity is irrelevant to the positivity of the fluid energy which is defined by
\[
\int d^3x \left[ \frac{1}{2} n(x,t) v^2(x,t) + \epsilon(n(x,t)) \right] , \tag{A15}
\]
and positive independently of the value of \( \kappa \).

**Appendix E Gross-Pitaevskii equation**

As we discussed, the quantization of a classical system can be regarded as the stochastic optimization of the corresponding classical action. Then it is interesting to investigate the quantization of the ideal fluid where \( (\alpha_A, \alpha_B, \nu) = (0, 1/2, h/(2M)) \). We further set
\[
\epsilon(n(x,t)) = \frac{U_0 n^2(x,t)}{2M^2} , \tag{A16}
\]
where \( U_0 \) is the coupling constant of the two-body interaction. Substituting these into Eq. (118) and introducing the wave function for the continuum medium as
\[
\Psi(x,t) = \sqrt{\frac{n(x,t)}{M}} e^{i \theta(x,t)} \tag{A17}
\]
we find
\[
ih\partial_t \Psi(x,t) = \left[ -\frac{h^2}{2M} \nabla^2 + U_0 |\Psi(x,t)|^2 \right] \Psi(x,t) . \tag{A18}
\]
This equation is known as the Gross-Pitaevskii equation. In this derivation, we need not to assume the local thermal equilibrium and thus SVM is applicable directly to the trajectory of a constituent particle, instead of the fluid element. Then M is given by the mass of the constituent particle.

One may wonder about the difference between $\epsilon$ and the second term on the right-hand side of Eq. (A18). This is due to the difference between the left-hand sides of Eqs. (43) and (118),

$$\frac{1}{M} \nabla V(x, t) \leftrightarrow \frac{1}{n(x, t)} \nabla P(n(x, t)).$$

(A19)

If the spatial dependence of $n(x, t)$ is small, we approximately find

$$\frac{1}{n(x, t)} \nabla P(n(x, t)) \approx \nabla \frac{P(n(x, t))}{n(x, t)}.$$

(A20)

Note that the similar procedure is well-known in the derivation of the Bernoulli equation of classical fluids. Then the above Gross-Pitaevskii equation is replaced with

$$i\hbar \partial_t \Psi(x, t) = \left[ -\frac{\hbar^2}{2M} \nabla^2 + \frac{U_0}{2} |\Psi(x, t)|^2 \right] \Psi(x, t).$$

(A21)

Here the potential term is the same as Eq. (A16). The above discussion will be related to the different behavior of the stochastic Hamiltonian in Sec. 5.1 and the Bernoulli equation in Appendix B.

It is worth mentioning that the application of SVM to the derivation of the Gross-Pitaevskii equation in a many-particle system is studied in Ref. [88].

Appendix F Smoothed particle hydrodynamics

We briefly summarize Smoothed Particle Hydrodynamics (SPH), which is a numerical calculation method to solve hydrodynamics [89,90]. To implement a numerical simulation, we have to reexpress the NSF equation. For example, a standard procedure is to replace the differential equation with the corresponding difference equation by introducing spatial grids. In SPH, however, hydrodynamical quantities are expressed by the ensemble of a finite number of quasi-particles and then hydrodynamics is mapped into the motions of the particles. The introduced quasi-particle is called SPH particle.

The SPH particle has a finite volume with is characterized by a length parameter $h$. Therefore the hydrodynamical behaviors which are smaller than this scale $h$ are coarse-grained. Let us consider the SPH representation of the mass distribution. To represent a fluid with $N_{\text{SPH}}$ particles, each SPH particle should have a mass $\chi$ which is defined by

$$\chi = \frac{M_T}{N_{\text{SPH}}},$$

(A22)

where $M_T$ is the total mass of the fluid.

Then the coarse-grained mass distribution is given by the sum of the contributions from all SPH particles,

$$n(x, t) = \sum_{i=1}^{N_{\text{SPH}}} \chi W(x - r_i(t); h),$$

(A23)
Figure A1. The $i$-th SPH particle has an overlap with the $j$-th particle located in the region of $|x_j - x_i| \leq h$.

where $r_i(t)$ denotes the trajectory of the $i$-th SPH particle and the smoothing function $W(x; h)$ satisfies the properties,

$$W(x; h) = 0 \ (|x| > h),$$
$$\lim_{h \to 0} W(x; h) = \delta^{(D)}(x),$$
$$\int d^Dx \ W(x; h) = 1. \quad (A24)$$

This function characterizes the volume of the SPH particle and plays a role of a form factor. Thus the microscopic oscillations of the mass distribution which are smaller than $h$ are smoothed out in SPH. See also Figure A1. There are various candidates of the smoothing function. For example the quintic spline function satisfies the above requirements,

$$W(x; h) = N \begin{cases} (3 - q)^5 - 6(2 - q)^5 + 15(1 - q)^5 & 0 \leq q < 1/3 \\ (3 - q)^5 - 6(2 - q)^5 & 1/3 \leq q < 2/3 \\ (3 - q)^5 & 2/3 \leq q \leq 1 \\ 0 & 1 < q, \end{cases} \quad (A25)$$

where $q = |x|/h$ and the normalization factor $N$ is $1/(40h), 63/(478\pi h^2)$ and $81/(359\pi h^3)$ for one, two and three dimensional systems, respectively. For the simulations in this paper, we choose $h/x_0 = 0.24$ and $N_{SPH} = 4000$.

One can see that the time dependence of the mass distribution (A23) is represented through that of the SPH-particle trajectory. As a matter of fact, the equation of the trajectory is determined from the NSF equation. The SPH representation of the NSF equation in 1+1 dimension is given by

$$\frac{d^2 r_i}{dt^2} = - \frac{N_{SPH}}{\eta} \sum_{j=1}^{N_{SPH}} \chi \left( \frac{\Pi_i}{n_i^2(r_i)} + \frac{\Pi_j}{n_j^2(r_j)} \right) \partial_{r_i} W(r_i - r_j; h), \quad (A26)$$

where

$$\Pi_i = p(n(r_i)) - \eta(r_i) \sum_{j=1}^{N_{SPH}} \chi \left( \frac{dr_i}{dt} - \frac{dr_j}{dt} \right) \partial_{r_i} W(r_i - r_j; h). \quad (A27)$$

One can see that the above equation does not have the nonlinear velocity term associated with $v \cdot \nabla v$ in the NSF equation. This is because this term is absorbed into the material derivative $d/dt$ of the above equation. This is one of the advantages of the SPH scheme. Another advantage is that the equation of continuity of the fluid mass is automatically satisfied by Eq. (A23).
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