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Abstract
In this work, meshless methods are applied for the solution of two-dimensional steady-state heat conduction problems with nonlocal multi-point boundary conditions (NMBC). These meshless procedures are based on multiquadric radial basis function (MQ RBF) and its modified version (i.e. integrated MQ RBF). The proposed meshless methods which were recently published in [1] is compared with standard collocation method (i.e. Kansa’s method). Three different sorts of solution domain are considered in which Dirichlet boundary condition is specified on some part of the boundary and is related to the unknown function values at a discrete set of interior points. The influence of NMBC on the accuracy and condition number of the system matrix associated to the proposed methods is investigated. The sensitivity of the shape parameter is also analyzed in the proposed methods. Performance of the proposed approaches in terms of accuracy and efficiency is confirmed on the benchmark problems.
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1 Introduction

Meshless methods for the solution of differential equations are being successfully applied in various fields of science and engineering, and, they are more effective and suitable for complex domains as compared to mesh-based numerical methods. Since a set of independent points are required for meshless methods, so they are often better suited for complex geometries to cope with. The computational costs associated with mesh-based numerical methods are hence eliminated. Because of mesh generation, mesh-based methods are time-consuming [2]. Meshless methods can be easily extended to multi-dimensional complex geometries. In comparison to meshless methods, other traditional numerical methods such as finite difference methods, finite element methods, or finite volume methods are usually limited to problems involving two or three spatial variables (space dimensions).

Literature suggests that MQ RBF is considered the best in accuracy among different types of RBF’s, however, the shape of the function is controlled by shape parameter $\epsilon$. The $\epsilon$ effects the accuracy of the method where its optimal value can lead to good approximations. However,
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determination of the optimal value of the \( \epsilon \) is an open problem and there is no such mathematical theory developed so far that find its optimal value. Another drawback is the condition number of the interpolation matrix. The ill-conditional system matrix arises in the case of globally supported RBFs as the separation distance \( \frac{1}{2} \max_{i \neq j} \| x_i - x_j \|_2, i, j = 1, 2, 3, \ldots, N \), between data points decreases for fixed values of the shape parameter \( \epsilon \) [3]. Many prominent researchers have used a different value of the shape parameter in the hope to accurately handle such problems. Both constant and variable shape parameters are recommended. For instance, in an early work, a formula which depends on the spacing between centers for shape parameter was given by Hardy [4]

\[
\epsilon = 0.815 \frac{\sum_{j=1}^{N} d_j}{N},
\]

where \( N \) is number of collocation points and \( d_j \) is the distance from the \( j^{th} \) center to its nearest neighbor. Later on, a smallest circle enclosing all data points is considered and the shape parameter was recommended as \( \frac{1}{2} \sqrt{N} \) times diameter of this circle [5]. The shape parameter \( \frac{2}{\sqrt{N}} \) was used for solution of nonlinear PDEs in [6]. In [7], two optimal values of the shape parameter 1.03 and 1.42 were recommended for MQ RBF whereas for Gaussian basis, a range 0.003 – 0.03 was given, for solving cantilever beam and perforated strip plate problems. In [8–10], it is concluded that splitting of shape parameter into \( x \)- and \( y \)-axes give good result i.e., \( \epsilon_x = h_x N_x^2 \) and \( \epsilon_y = h_y N_y^2 \), where \( h_x \) and \( h_y \) are positive constants, but condition number of the collocation matrix is high. Further different selection procedures of shape parameter can be found in [11–19].

In this paper, a meshless discretization technique based on MQ RBF and its modified form i.e integrated MQ RBF is applied for the numerical solution of elliptic PDEs with nonlocal boundary conditions (NBC). In the last decades, RBF-based collocation technique for the solution of nonlocal boundary value problems has been vital research area in many branches of science and hence was successfully applied to solve such problems numerically [20–22]. One-dimensional hyperbolic equation with integral boundary condition was studied in [23]. The two-dimensional diffusion equation subject to a nonlocal condition involving double integral along with Neumann’s boundary conditions was formulated in a rectangular region. Such type of problem is solved numerically using meshless collocation method [24]. In paper [25], The RBF-based collocation technique was also applied to investigate the influence of nonlocal conditions on the optimal selection of shape parameter \( \epsilon \), conditioning, and accuracy of the method. A nonlocal two-dimensional Poisson equation was solved with two-point and integral boundary condition which was formulated on one side of the rectangular region. Later, in [10], comparison of RBF-based collocation technique with Haar wavelets-based collocation technique was studied for the same problem. Because of the splitting of shape parameter into \( x \)- and \( y \)-direction its effect on the accuracy of the problem in hand was also investigated. The influence of shape parameter \( \epsilon \) and the distribution of nodes on the accuracy of the RBF-based collocation technique was investigated by considering multidimensional linear elliptic equation with integral conditions [26]. Recently, the RBF-based meshless method has been applied to elliptic PDEs with NMBC [27].

Since it is known that meshless method can be successfully applied to solve such kind of nonlocal problems. However, it was shown (e.g., see paper [10, 25, 27]) that due to the nonlocal parameter \( \gamma \), the condition number \( \kappa \) of the system matrix involved and accuracy of the method is affected. It is shown that RBF-based collocation technique give quite good results for the optimal value of shape parameter [25, 27]. On the other hand, for the optimal value of shape parameter, the accuracy and conditioning are also slightly affected by the NBC. The aim of this paper is to investigate the effect of this parameter on the property of the RBF-based method using integrated MQ RBF. Now-a-days, integrated RBF(s) are successfully implemented in solving miscellaneous problems.
differential equations. An MQ-RBF integrated twice with fixed value of shape parameter $\epsilon$ is used by [28] to solve one-dimensional problems. Elliptic problems are solved by [29] through multi domain integrated RBF collocation method. Higher order ODEs and PDEs are solved by integrated RBF method in the papers [30, 31]. Further detail about integrated RBFs can be found in [3, 32–34].

2 Governing equation

A general form of the diffusion equation is given by [1]

$$
k_{1,1}(\hat{v}) \frac{\partial^2}{\partial x^2} u(\hat{v}) + 2k_{1,2}(\hat{v}) \frac{\partial^2}{\partial x \partial y} u(\hat{v}) + k_{2,2}(\hat{v}) \frac{\partial^2}{\partial y^2} u(\hat{v}) + \left( \frac{\partial}{\partial x} k_{1,1}(\hat{v}) + \frac{\partial}{\partial y} k_{1,2}(\hat{v}) \right) \frac{\partial}{\partial x} u(\hat{v}) + \\
\left( \frac{\partial}{\partial x} k_{1,2}(\hat{v}) + \frac{\partial}{\partial y} k_{2,2}(\hat{v}) \right) \frac{\partial}{\partial y} u(\hat{v}) = f(\hat{v}), \quad \hat{v} = (x, y) \in \Omega.
$$

(1)

The above model is subject to mixed boundary conditions:

- Classical Dirichlet boundary conditions:
  $$u(\hat{v}) = g(\hat{v}), \quad \hat{v} \in \Gamma_1.$$  
  (2)

- Nonlocal multipoint boundary conditions:
  $$u(\hat{v}) - \sum_{l=1}^{n} \gamma u(\hat{v}^*_l) = h(\hat{v}), \quad \hat{v} \in \Gamma_2, \quad \hat{v}^*_l \in \Omega^*,$$

  (3)

where $\Omega^* \subset \Omega$ are set of discrete distinct scattered points inside the solution domain and $n$ is the number of these scattered points. Throughout the paper we will take $n = 10$ otherwise it will be mentioned. It is also assumed that the distribution of the points $\hat{v}^*_l$ on the solution domain will be fixed. The given functions are $k_{1,1}, k_{1,2}, k_{2,2}, f, g, h$, and the parameter $\gamma$. $\Omega$ is the interior portion of the solution domain and $\Gamma = \Gamma_1 \cup \Gamma_2$ are the boundary part of the solution domain such that $\Gamma_1 \cap \Gamma_2 = \emptyset$ and $\Gamma_2 \neq \emptyset$. The NBC defined on the boundary $\Gamma_2$ is reduced to Dirichlet boundary condition when $\gamma = 0$.

3 The numerical scheme

Let us divide the solution domain into three disjoint set. The set of inner distinct scattered nodes

$$\hat{\Omega} = \{(x_j, y_j)\}_{j=1}^{N},$$

(4)

and the set of distinct scattered boundary points

$$\hat{\Gamma}_1 = \{(x_{l_1}, y_{l_1})\}_{l_1=1}^{M_1},$$

(5)

$$\hat{\Gamma}_2 = \{(x_{l_2}, y_{l_2})\}_{l_2=1}^{M_2},$$

(6)

such that $\hat{\Omega} \subset \Omega, \hat{\Gamma}_1 \subset \Gamma_1$, and $\hat{\Gamma}_2 \subset \Gamma_2$. $N$ is the total number of data points inside the solution domain and $M = M_1 + M_2$ is the total number of boundary points on the boundary $\Gamma$. We
also assume that the points $\hat{v}^*$ are not included in $\hat{\Omega}$ i.e., $\Omega^* \subset \Omega$ but $\Omega^* \not\subset \hat{\Omega}$. Furthermore, throughout the paper a given RBF inside the solution domain is denoted by

$$
\phi_i(\hat{v}) = \phi(\|\hat{v} - \hat{v}_i\|_2),
$$

where the centers $\hat{v}_i = (x_i, y_i), i = 1, 2, ..., N$ are distributed inside the solution domain. Similarly, if the centers $\hat{v}_k = (x_k, y_k), k = 1, 2, ..., M$ are distributed on the boundary $\Gamma$, then the RBF on the boundary is given by

$$
\phi_k(\hat{v}) = \phi(\|\hat{v} - \hat{v}_k\|_2).
$$

Recently, RBF-based method is used to solve two-dimensional steady-state PDEs with three different types of boundary conditions (Dirichlet, Neumann, and Robin boundary conditions) in anisotropic and inhomogeneous media [1]. In [1], an approximate solution is sought in the form

$$
u(\hat{v}) = u_g(\hat{v}) + \sum_{i=1}^{N} \lambda_i \psi_i(\hat{v}),
$$

where basis $u_g(\hat{v})$ is a smooth function which satisfy the boundary conditions, $\psi_i(\hat{v})$ is a sum of the given RBF. $\omega_i(\hat{v})$, called the correcting function, is chosen such that:

$$
\phi_i(x_k, y_k) + \omega_i(x_k, y_k) = 0.
$$

It is to be noted that in paper [1], trigonometric basis, polynomial basis and RBF basis are used to find the functions $u_g(\hat{v})$ and the correcting function $\omega_i(\hat{v})$. However, we use here just MQ RBF and integrated MQ RBF to find these functions.

This algorithm strictly divide the approximation of boundary conditions and approximation of differential equation inside the solution domain in case of Dirichlet, Neumann, and Robin boundary conditions (for more detail see [1]). However, in case of NBC the values of the solution $u$ on the boundary part $\Gamma_2$ is related to the values at the interior points. So, boundary conditions cannot be approximated separately because the values of the solution $u$ at the boundary $\Gamma_2$ are unknown.

Equation (9) can be rewritten in the form

$$
u(\hat{v}) = \sum_{k=1}^{M} \beta_k \phi_k(\hat{v}) + \sum_{i=1}^{N} \lambda_i (\phi_i(\hat{v}) + \omega_i(\hat{v})),
$$

where

$$
\omega_i(\hat{v}) = \sum_{k=1}^{M} P_{k,i} \phi_k(\hat{v}).
$$

The correcting function $\omega_i(\hat{v})$ are determined from condition (10). While, the unknown parameters $\beta_k, k = 1, 2, 3, ..., M$ and $\lambda_i, i = 1, 2, 3, ..., N$ are determined by substituting (11) in the governing equation (1) and collocate at the interior and boundary points of the solution domain.
\[ \sum_{k=1}^{M} \beta_k \left( k_{1,1}(\hat{v}) \frac{\partial^2}{\partial x^2} \phi_k(\hat{v}) + 2k_{1,2}(\hat{v}) \frac{\partial}{\partial x} \frac{\partial}{\partial y} \phi_k(\hat{v}) + k_{2,2}(\hat{v}) \frac{\partial^2}{\partial y^2} \phi_k(\hat{v}) + \left( \frac{\partial}{\partial x} k_{1,1}(\hat{v}) + \frac{\partial}{\partial y} k_{1,2}(\hat{v}) \right) \right) \frac{\partial}{\partial x} \phi_k(\hat{v}) + \frac{\partial}{\partial y} \right) \phi_k(\hat{v}) \right\} + \sum_{i=1}^{N} \lambda_i \left( k_{1,1}(\hat{v}) \frac{\partial^2}{\partial x^2} (\phi_i(\hat{v}) + \omega_i(\hat{v})) + 2k_{1,2}(\hat{v}) \frac{\partial}{\partial x} \frac{\partial}{\partial y} (\phi_i(\hat{v}) + \omega_i(\hat{v})) + k_{2,2}(\hat{v}) \frac{\partial^2}{\partial y^2} (\phi_i(\hat{v}) + \omega_i(\hat{v})) \right) \frac{\partial}{\partial y} (\phi_i(\hat{v}) + \omega_i(\hat{v})) + k_{2,2}(\hat{v}) \frac{\partial^2}{\partial y^2} (\phi_i(\hat{v}) + \omega_i(\hat{v})) = f(\hat{v}), \hat{v} \in \hat{\Omega}, \]

\[ \sum_{k=1}^{M} \beta_k \phi_k(\hat{v}) = g(\hat{v}), \hat{v} \in \hat{\Gamma}_1, \]

\[ \sum_{k=1}^{M} \beta_k \left( \phi_k(\hat{v}) - \sum_{l=1}^{n} \gamma \phi_l(\hat{v}_l) \right) - \sum_{i=1}^{N} \lambda_i \left( \sum_{l=1}^{n} \gamma \phi_l(\hat{v}_l) \right) = h(\hat{v}), \hat{v} \in \hat{\Gamma}_2. \]

(12)

The above system (12) are solved for the unknowns \( \beta_k, k = 1, 2, 3, ..., M \) and \( \lambda_i, i = 1, 2, 3, ..., N \). The approximate solution \( u \) is obtained by substituting these unknowns in (11). The numerical implementation of this method contains two stages. At first stage, the correcting function \( \omega_i(\hat{v}) \) is approximated. At the second stage, the correcting function \( \omega_i(\hat{v}) \) is used to solve system (12). When \( \phi(\hat{v}) \) is MQ RBF we named the method as RCMI and when it is integrated MQ RBF the method is named as IRCM1.

The standard collocation method known as Kansa’s approach is explained here. In Kansa’s approach, the approximate solution is sought in the form

\[ u(\hat{v}) = \sum_{i=1}^{N+M} \lambda_i \phi_i(\hat{v}), \]  

(13)

where the centers are distributed inside the solution domain and on the boundary i.e., \( \hat{v}_i \in \hat{\Omega} \cup \hat{\Gamma}_1 \cup \hat{\Gamma}_2 \). Substituting (13) in (1), (2) and (3) we have

\[ \sum_{i=1}^{N+M} \lambda_i \left( k_{1,1}(\hat{v}) \frac{\partial^2}{\partial x^2} \phi_i(\hat{v}) + 2k_{1,2}(\hat{v}) \frac{\partial}{\partial x} \frac{\partial}{\partial y} \phi_i(\hat{v}) + k_{2,2}(\hat{v}) \frac{\partial^2}{\partial y^2} \phi_i(\hat{v}) + \left( \frac{\partial}{\partial x} k_{1,1}(\hat{v}) + \frac{\partial}{\partial y} k_{1,2}(\hat{v}) \right) \right) \frac{\partial}{\partial x} \phi_i(\hat{v}) + \frac{\partial}{\partial y} \right) \phi_i(\hat{v}) \right\} + \sum_{i=1}^{N} \lambda_i \left( k_{1,1}(\hat{v}) \frac{\partial^2}{\partial x^2} (\phi_i(\hat{v}) + \omega_i(\hat{v})) + 2k_{1,2}(\hat{v}) \frac{\partial}{\partial x} \frac{\partial}{\partial y} (\phi_i(\hat{v}) + \omega_i(\hat{v})) + k_{2,2}(\hat{v}) \frac{\partial^2}{\partial y^2} (\phi_i(\hat{v}) + \omega_i(\hat{v})) \right) \frac{\partial}{\partial y} (\phi_i(\hat{v}) + \omega_i(\hat{v})) + k_{2,2}(\hat{v}) \frac{\partial^2}{\partial y^2} (\phi_i(\hat{v}) + \omega_i(\hat{v})) = f(\hat{v}), \hat{v} \in \hat{\Omega}, \]

\[ \sum_{i=1}^{N+M} \lambda_i \phi_i(\hat{v}) = g(\hat{v}), \hat{v} \in \hat{\Gamma}_1, \]

\[ \sum_{i=1}^{N+M} \lambda_i \left( \phi_i(\hat{v}) - \sum_{l=1}^{n} \gamma \phi_l(\hat{v}_l) \right) = h(\hat{v}), \hat{v} \in \hat{\Gamma}_2. \]

(14)

This system (14) of linear equations is solved for \( \lambda_i, (i = 1, 2, 3, ..., N+M) \) to get the approximate solution (13) of (1). In this procedure when \( \phi(\hat{v}) \) is MQ RBF, the method named as RCMI and when it is integrated MQ RBF the method is named as IRCM2.
3.1 Integrated MQ RBF

It is shown in the numerical section that integrated RBF methods give quite a good result as compared to standard non-integrated RBF methods. In order to achieve new basis for numerical solution of differential equations, RBF is integrated several times w.r.t \( r \). In the present paper, we will use MQ RBF as

\[
MQ = \sqrt{1 + (\epsilon_o r)^2},
\]

where \( r \) is the Euclidean norm.

Six times integration of MQ RBF (15) with respect to \( r \), give the basis functions

\[
IMQ6 = \frac{\sqrt{1 + (\epsilon r)^2} \left\{ 40(\epsilon r)^6 - 1518(\epsilon r)^4 + 1779(\epsilon r)^2 - 128 \right\} + 105\epsilon r \sinh^{-1}(\epsilon r) \left\{ 8(\epsilon r)^4 - 20(\epsilon r)^2 + 5 \right\}}{201600\epsilon^6}.
\]

The parameter \( \epsilon_o \) in (15) is a shape parameter but the symbol is changed to distinguish it from the shape parameter in (16). In our study \( \epsilon_o \) will be represented the shape parameter for MQ and \( \epsilon \) will be denoted the shape parameter for IMQ6. The MQ RBF can be integrated easily using a computer algebra system. In paper [3], the first four members of the integrated RBF family based on MQ RBF were listed. The benefit of IMQ6 is that it is not much sensitive to the shape parameter as compared to MQ. The IMQ6 basis function gives quite good results for a wide range of \( \epsilon \), but to find optimal \( \epsilon \) is still challenge in this case as well. In case of IMQ6 basis, the value of \( \epsilon \) is taken \( \epsilon = 80 \) in our study. But this value is not the optimal value of the shape parameter. In the case of MQ basis, we will take the value of \( \epsilon_o = 2 \) otherwise will be mentioned during the investigation.

4 Numerical experiments

In this section, the numerical results and the effect of non-local boundary condition (3) are demonstrated for (1). We discussed here different type of RBF-based collocation methods i.e., RCM1, IRCM1, RCM2, and IRCM2. The effect of the shape parameters on the accuracy and \( \kappa \) of the system matrices of the proposed methods is also investigated. This section shows that the proposed methods IRCM1 and IRCM2 are less sensitive to the selection of shape parameters as compared to RCM1 and RCM2.

Various error measures are used to estimate the accuracy of the numerical method. Among them one is \( L_{rms} \) error norm which is defined as

\[
L_{rms} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} [u(\hat{v}) - u(\bar{v})]^2},
\]

where \( u(\hat{v}) \) and \( u(\bar{v}) \) represent the exact and the approximate solutions respectively. One can also check the numerical stability of the method by \( \kappa \) of the system matrix involved. A well conditioned system matrix is having small value of \( \kappa \), while a system with larger value of \( \kappa \) indicates that it is ill-conditioned. A built-in-function matlab command \texttt{cond(...)} is used for this purpose.

The benchmark problems having scattered interior points are taken from Halton set that utilizes the following matlab commands \( R = \text{haltonset}(\text{Dim}) \), creates halton set on dimension \( \text{Dim} \), \( O = \text{scramble}(R, 'RR2') \), give duplicate set and RR2 is a scramble type, \( X = \text{net}(O,M) \), generates \( M \times \text{Dim} \) matrix contain the first \( M \) points in dimensions \( \text{Dim} \) from
Test Problem 1. The partial differential equation is given in (1) with constant coefficients
\[ k_{1,1}(\nabla) = -1, \quad k_{1,2}(\nabla) = 0 \quad \text{and} \quad k_{2,2}(\nabla) = -1 \]
reduces to Poisson equation and studied in Ref. [27] with the same nonlocal multipoint boundary condition. We consider the same problem with the same analytical solution
\[ u(\nabla) = x \exp(y^2 - 1). \]  
(18)
The domain is a unit rectangle having a cut of the radius \( R = 0.5 \), which is depicted in Fig. 1 (left). The functions \( f, g \) and \( h \) are calculated according to the exact solution (18).

The representation of the solution domain and distribution of the nodes are depicted in Fig. 1. In Fig. 1 (right), the distinct scattered points marked with black dot represent an interior portion of the solution domain. The regularly distributed points marked with red dot represent the boundary part \( \Gamma_2 \) and the regularly distributed points marked with green dot represent the boundary part \( \Gamma_1 \). The scattered points marked with red asterisk are the points of the set \( \Omega^* \).

In case of Test Problem (1), the effect of the shape parameters (\( \epsilon \) or \( \epsilon_o \)), the parameter \( \gamma \) and the nodes are shown in Figs. 2 and 3 on the proposed methods using IMQ6 and MQ RBF as basis functions. From these figures, we can see that the methods based on IMQ6 RBF are better in accuracy and conditioning as compared to the methods based on MQ RBF. However, when the shape parameter is large, \( \kappa \) of the methods based on MQ RBF is small but the accuracy of the methods is low. The methods RCM1 and RCM2 also give quite good results for some value of \( \epsilon_o \) (see Fig. 3). The proposed methods IRCM1 and IRCM2 give reasonable accuracy for a wide range of \( \epsilon \) (see Fig. 2). Figure 3 (right) shows that the RCM2 is accurate than the RCM1 for dense grid and \( \epsilon_o = 2 \). However, \( \kappa \) of RCM2 is worse than RCM1.

Fig. 2 indicates that the IRCM1 is slightly good in conditioning than IRCM2. However, IRCM2 are much better in accuracy for a small value of \( \epsilon \). When the value of \( \epsilon \) increases the error norms of the methods come close to each other (see Fig 2 (left)). The conditioning of both methods IRCM1 and IRCM2 are going to become better, up to certain limit when the value of \( \epsilon \) increases. After this limit, it does not much affect the \( \kappa \) of the coefficient matrix. The behavior.
Figure 2: Test Problem 1, Accuracy and $\kappa$ versus $\epsilon$, $\gamma$ and $N$: $\hat{\Gamma}_1 = 60$, $\hat{\Gamma}_2 = 16$, $\gamma = 1$, $\epsilon = 80$ and $N = 94$ when its influence is interestless.

Figure 3: Test Problem 1, Accuracy and $\kappa$ versus $\epsilon_o$, $\gamma$ and $N$: $\hat{\Gamma}_1 = 60$, $\hat{\Gamma}_2 = 16$, $\gamma = 1$, $\epsilon_o = 2$ and $N = 94$ when its influence is interestless.
of IMQ6 RBF is same as the MQ RBF which give quite good results for a small value of shape parameter along with high $\kappa$ of the coefficient matrix. Figures 2 (left) and 3 (left) also indicate that accuracy of the IRCM1 and IRCM2 is better for a very wide range of the value of $\epsilon$ as compared to the RCM1 and RCM2.

The effect of the collocation nodes on the accuracy of the proposed methods based on IMQ6 basis is also investigated. The value of the shape parameter is considered $\epsilon = 80$. The methods IRCM1 and IRCM2 give quite good results. As the nodal points increase, we see good agreement between solutions of IRCM1 and IRCM2 with exact one. However, $\kappa$ increases for dense nodes while keeping the fixed value of the shape parameter $\epsilon = 80$.

The NBC (3) is defined comparatively on a small part of the boundary. But from Figs. 2 and 3 (middle), we see that the NBC has a quite strong negative influence on the $\kappa$ of the coefficient matrices correspond to the methods RCM1, RCM2, IRCM1, and IRCM2. However, this influence is weak in case of IRCM1 and IRCM2 as compare to the methods RCM1 and RCM2. From Fig. 2 (middle), we can observe that both the methods IRCM1 and IRCM2 give same lowest and highest value of error norm. The highest and lowest error norms are $6.222e^{-7}$ and $6.184e^{-7}$ corresponding to $\gamma = 2$ and $\gamma = 0$. The influence of the NBC (3) is also weak on the $\kappa$ of the coefficient matrices correspond to the methods IRCM1 and IRCM2 as compared to the methods RCM1 and RCM2. When $\epsilon_o = 2$ and $\epsilon = 80$, the methods RCM1 and RCM2 are most poorly ill-conditioned either the absolute value of $\gamma$ increases as compared to the methods IRCM1 and IRCM2.

Test Problem 2. Consider the equation given in (1) with variables coefficients $k_{1,1}(\hat{v}) = 5(1 + x^2 + y^2)$, $k_{1,2}(\hat{v}) = 1 + \frac{x y}{2}$ and $k_{2,2}(\hat{v}) = 3(1 + x^2 + y^2)$. The functions $f$, $g$ and $h$ are chosen such that the exact solution gets the form [1]:

$$u(\hat{v}) = \cos(y) \exp(x - y).$$

Here in this example, we have considered an irregular-shaped domain defined by

$$x = p(\theta) \cos(\theta), \quad y = p(\theta) \sin(\theta), \quad p(\theta) = \frac{5 - \cos(4\theta)}{5}, \quad 0 \leq \theta \leq 2\pi,$$

where $p(\theta)$ is the radius of the domain which depends on the polar angle $\theta$. 
The representation of the domain for Test Problem (2) is depicted in Fig. 4. In Fig. 4 (left), the boundary parts \( \Gamma_2 \) \((0 \leq \theta \leq 2\pi/3)\) and \( \Gamma_1 \) \((2\pi/3 < \theta < 2\pi)\) are represented by red dashed and green solid lines respectively.

The influence of shape parameters, the parameter \( \gamma \) and nodal points on the accuracy and conditioning of the methods are shown in Figs. 5 and 6. The accuracy of IRCM2 is good as compared to the method IRCM1 for different values of shape parameter \( \epsilon \) as shown in Fig. 5 (left). Although, both the methods are most poorly ill-conditioned for a small value of shape parameter \( \epsilon \) while the method IRCM2 give high accuracy for a small value of \( \epsilon \) than IRMC1. It can be observed from these figures that the accuracy of the methods and \( \kappa \) of the coefficient matrices for a fixed value of \( \epsilon \) increases when the number of nodes increases. In contrast to the methods based on MQ RBF, the \( \kappa \) of the coefficient matrices of IRCM1 and IRCM2 is small. This is because of \( \epsilon \) which is large and is equal to 80. The system matrices of the proposed methods are ill-conditioned for a small value of \( \epsilon \). In addition, the effect of the parameter \( \gamma \) on the methods IRCM1 and IRCM2 is also small. The method IRCM2 give slightly accurate results for all values of \( \gamma \), even though the \( \kappa \) of the coefficient matrix of IRCM1 is high for some values of \( \gamma \) as compared to the method IRCM2 (see Fig. 5 (middle)).

For dense nodes, the RCM2 give quite good results for \( \epsilon_o = 2 \) as compared to RCM1 as shown in Fig. 6. However, the results obtained from IRCM1 or IRCM2 and the conditioning of the methods are much better there. Again in this example, the NBC (3) has a strong negative influence on the conditioning of the methods based on MQ RBF. From Fig. 6, we see fluctuation in \( \kappa \) of the coefficient matrices associated with the methods RCM1 and RCM2 as well as in error norms as the value of \( \gamma \) changes. This fluctuation in error norms occur due to the small value of \( \epsilon_o \).

**Test Problem 3.** Reconsider the differential equation given in (1) with constant coefficients \( k_{1,1}(\hat{v}) = 3, \ k_{1,2}(\hat{v}) = 1.5 \) and \( k_{2,2}(\hat{v}) = 2 \). The functions \( f, g \) and \( h \) are chosen such that the exact solution gets the form [1]

\[
    u(\hat{v}) = \sin\left(\frac{x}{\sqrt{2}}\right) \cosh\left(\frac{2\sqrt{30}}{15}x - \frac{\sqrt{30}}{10}y\right).
\]

The representation of the domain for Test Problem (3) is depicted in Fig. 7. The curve \( \Gamma_2 \cup \Gamma_1 \) is called Cassini curve and is defined by parametric equation: [1]

\[
    x = \frac{4}{5} p(\theta) \cos(\theta) - \frac{1}{5}, \quad y = \frac{4}{5} p(\theta) \sin(\theta), \quad p(\theta) = \left(\cos(3\theta) + \sqrt{2 - \sin^2(3\theta)}\right)^{1/3}, \quad 0 \leq \theta \leq 2\pi, \quad (20)
\]

and rest of the terms give same meaning as defined in Test Problem (2). We consider Neumann boundary condition on the boundary part \( \Gamma_1 \). The normal component of the heat flux on the boundary is of the form:

\[
    -\left( k_{1,1}(\hat{v}) \frac{\partial}{\partial x} u(\hat{v}) + k_{1,2}(\hat{v}) \frac{\partial}{\partial y} u(\hat{v}) \right) n_x - \left( k_{2,2}(\hat{v}) \frac{\partial}{\partial x} u + k_{2,2} \frac{\partial}{\partial y} u(\hat{v}) \right) n_y = q(\hat{v}), \quad (21)
\]

where \( q(\hat{v}) \) is some given function. \( n_x \) and \( n_y \) are the components of unit outward normal vectors.
Figure 5: Test Problem 2, Accuracy and $\kappa$ versus $\epsilon$, $\gamma$ and $N$: $\hat{\Gamma}_1 = 94$, $\hat{\Gamma}_2 = 46$, $\gamma = 1$, $\epsilon = 80$ and $N = 320$ when its influence is interestless.

Figure 6: Test Problem 2, Accuracy and $\kappa$ versus $\epsilon_o$, $\gamma$ and $N$: $\hat{\Gamma}_1 = 94$, $\hat{\Gamma}_2 = 46$, $\gamma = 1$, $\epsilon_o = 2$ and $N = 320$ when its influence is interestless.
Since it was shown in the paper [1] that RBFs approximation of the mixed connected boundary conditions, i.e., Dirichlet boundary condition is specified on some part of the boundary and Neumann condition is defined on the rest of boundary, is too much low in accuracy. If we specified Neumann boundary condition on boundary part $\Gamma_1$, then the accuracy of the boundary condition will be too low. Since, we use RBFs approximation (i.e., using MQ or IMQ6 RBF) to approximate the mixed connected boundary condition, i.e., the multi-point and Neumann boundary condition, and the solution inside the domain. So, obviously, it will also affect the approximate solution inside the solution domain. To avoid this problem, we used the same procedure as it is done above for Dirichlet boundary condition but replaced the system of equation obtained from boundary part $\Gamma_1$ with

$$
- \sum_{k=1}^{M} \beta_k \left\{ k_{1,1}(\hat{v}) \frac{\partial}{\partial x} \phi_k(\hat{v}) + k_{1,2}(\hat{v}) \frac{\partial}{\partial y} \phi_k(\hat{v}) \right\} n_x + \left( k_{1,2}(\hat{v}) \frac{\partial}{\partial x} \phi_k + k_{2,2} \frac{\partial}{\partial y} \phi_k(\hat{v}) \right) n_y -
\sum_{i=1}^{N} \lambda_i \left\{ k_{1,1}(\hat{v}) \frac{\partial}{\partial x} (\phi_i(\hat{v}) + \omega_i(\hat{v})) + k_{1,2}(\hat{v}) \frac{\partial}{\partial y} (\phi_i(\hat{v}) + \omega_i(\hat{v})) \right\} n_x +
\left( k_{1,2}(\hat{v}) \frac{\partial}{\partial x} (\phi_i(\hat{v}) + \omega_i(\hat{v})) + k_{2,2} \frac{\partial}{\partial y} (\phi_i(\hat{v}) + \omega_i(\hat{v})) \right) n_y \right\} = q(\hat{v}), \quad \hat{v} \in \hat{\Gamma}_1.
$$

The influence of shape parameters ($\epsilon$ or $\epsilon_o$), the parameter $\gamma$ and the number of nodes for Test problem (3) are shown in Figs. 8 and 9. It can be seen from Figs. 8 and 9, (right) that the proposed methods give good accuracy for dense grid whether RBF basis are MQ or IMQ6. But the $\kappa$ of the coefficient matrices associated with the methods RCM1 and RCM2 are high. From Fig. 8 (top middle), we see that when $\gamma = 0$ the error norms of the methods IRCM1 and IRCM2 are $1.175e^{-6}$ and $1.226e^{-6}$ respectively.

Now we check the influence of the parameter $\gamma$ on the methods IRCM1 and IRCM2 when the shape parameter is small. The value of the shape parameter $\epsilon = 2$ is taken for each problem. We see from Fig. 11 that IRCM2 give quite a good accuracy for a small value of shape parameter in
Figure 8: Test Problem 3, Accuracy and $\kappa$ versus $\epsilon$, $\gamma$ and $N$: $\hat{\Gamma}_1 = 67$, $\hat{\Gamma}_2 = 33$, $\gamma = 1$, $\epsilon_o = 2$, $\epsilon = 80$ and $N = 312$ when its influence is interestless.

Figure 9: Test Problem 3, Accuracy and $\kappa$ versus $\epsilon_o$, $\gamma$ and $N$: $\hat{\Gamma}_1 = 67$, $\hat{\Gamma}_2 = 33$, $\gamma = 1$, $\epsilon_o = 2$ and $N = 312$ when its influence is interestless.
Figure 10: Test Problem 1-3, The absolute errors $|u(\hat{v}) - u(\tilde{v})|$ using the methods IRCM1 and IRCM2 versus $x$ on boundary part $\Gamma_2$. $\epsilon = 80$ and $\gamma = 1$.

Figure 11: Test Problem 1-3, Accuracy and $\kappa$ versus $\gamma$. $\epsilon = 2$. 
all Test Problems 1-3. The accuracy is good when the value of $\gamma$ is zero or near to zero. It can be observed from this figure that the $\kappa$ and the accuracy of the proposed methods deteriorate when the absolute value of $\gamma$ increases. In contrast, when the value of shape parameter is high (i.e., $\epsilon = 80$) the $\kappa$ deteriorates but the accuracy does not affect much when $|\gamma|$ is increased (see middle of Figs. 2, 5 and 8). The absolute error of IRCM1 and IRCM2 of the unknown solution on the boundary part $\Gamma_2$ is shown in Fig. 10. From this figure, we observed that both the methods IRCM1 and IRCM2 give quite a good accuracy.

Accuracy in term of error norm and conditioning of the coefficient matrices correspond to the proposed methods are shown in Fig. 12. The value of the parameters are $\epsilon = 150$, $\epsilon_o = 2$ and $\gamma = 20$. We observed from this figure that the proposed methods based on integrated MQ RBF perform well both in terms of accuracy and conditioning. We have also seen that different types of boundary conditions (i.e. Dirichlet and Neumann conditions) do not much affect the conditioning and accuracy of the proposed methods IRCM1 and IRCM2.

5 Conclusion

A collocation method based on MQ and IMQ6 is set up for the numerical solution of elliptic boundary value problem with variable coefficients involving NMBC. The comparison is made between Kansa’s approach and the method discussed in the paper [1]. This approach can be extended to a higher dimension without any effort. However, two-dimensional problems with Dirichlet and Neumann boundary condition was considered in the different domain for examination. Based on benchmark examples, we conclude:
For large value of the shape parameter $\epsilon$, we have seen better agreement of the numerical solution of IRCM1 and IRCM2 with the exact solution (see Figs. 2, 3, 5, 6, 8 and 9).

For a wide range of shape parameter, the collocation method based on IMQ6 RBF give quite good results while on the other side a method based on MQ RBFs is very sensitive. Accurate results can be obtained from both the collocation methods based MQ and IMQ6 RBF for the optimal value of shape parameter which is still an open problem.

The method based on IMQ6 RBF is well conditioned as compared to the collocation method based on MQ RBF (see Fig. 10) for large value of shape parameter $\epsilon$. However, the methods IRCM1, IRCM2, RCM1 and RCM2 become most poorly ill-conditioned for small value of shape parameter $\epsilon$ (see Figs. 2, 3, 5, 6, 8 and 9).

The methods IRCM1 and IRCM2 are less restrictive to the NMBC for large value of shape parameter as compared to a small value of shape parameter i.e., when the shape parameter is large then accuracy of the methods IRCM1 and IRCM2 are approximately same for all values of $\gamma$ and $\kappa$ increases when the absolute value of $\gamma$ increases (see Figs. 2, 5 and 8). On the other side, for a small value of shape parameter the accuracy of the methods IRCM1 and IRCM2 also decreases (see Fig. 10).

The method based on IMQ6 RBFs give quite good results for coarse and dense grid while $\kappa$ is also better as compared to the methods RCM1 and RCM2 (see Fig. 10).
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