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Abstract: The main purpose of this paper is to propose a novel optimization model with a new data mining approach in the first section to achieve the best results in financial institutions in the second section. Since the constancy of efficacy derived from parametric and non-parametric is not significant, this paper provides a scientific assessment at the optimization section and proposes a novel combined parametric and non-parametric model which will be a new experiment in literature perception. A scientific assessment of banks based on a combination of the efficiency measurement method of CCR (Charnes, Cooper and Rhodes model) or CRS (Constant Return to Scale) BCC (Banker, Charnes, and Cooper model) or VRS (Variable Return to Scale) in Data Envelopment Analysis (DEA), as well as Stochastic Frontier Approach (SFA) for 65 banks during Feb to July 2020, are introduced. For analyzing the performance of the parametric and non-parametric approaches we have considered the linear regression and Unreplicated Linear Functional Relationship (ULFR). At the data mining section, a novel four-layers data mining filtering pre-processes for selected supervised classification as well as unsupervised clustering algorithms to increase the accuracy and to remove unrelated attributes and data are applied. For the four kinds of preprocessing approaches of unsupervised attributes, supervised attributes, supervised instances, and unsupervised instances, we have chosen discretization, attribute selection, stratified remove folds, and resample filters respectively. Based on the nature of the suggested financial institution's dataset and attributes, the most appropriate preprocessing filter in each layer to achieve the highest performance is suggested. Finally, the superior bank, best performance model, and the most accurate algorithm are introduced. The results indicate that the bank number 56 is the superior bank. Among the proposed techniques, the novel recommended CVS compared with CCR-BCC and SFA models, has a more positive correlation with profit risk, and show a higher coefficient of determination values. Sequential Minimal Optimization (SMO) algorithm receives the highest accuracy in all four suggested filtering layers.
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1. Introduction

There are various applications for data mining which are classified in “supervised” and “unsupervised” learning tools. In the first one, it is possible to predict the output concerning one or more input using a statistical model. In the latter, there is no need for a dependent variable estimation for data analyzing. The data analysis will be done for defining the data set’s structure. Cluster analysis is categorized as unsupervised learning for recognizing the complex relationships among the variables. Admittedly, specifying the target variable is not required for the initial dataset. The importance of all the variables is the same since the certain value’s prediction is not the target of the analysis. Establishing the predestined set of classes or presenting a previous data collection-based training stage is not required here. The qualitative (discrete) dependent variable’s prediction is included in the classification problems.
A unique idea is conducted in this paper to measure the efficiency of financial firms utilizing the DEA combined with the SFA model applied on a unique dataset concerning the stock market. Additionally, regression analysis and ULFR are used for identifying the profit risk’s impact on efficiency. Admittedly, these achievements are very beneficial in the management of doing proper decision making. Based on the abovementioned statements, the objective of this research is as follows: In the first stage, for obtaining the technical efficiency we have used DEA and SFA. Next, the combination of DEA combined with SFA is evaluated using DEA and SFA average scores for acquiring technical efficiency. Then, we examined the efficiency impact on the profit risk for obtaining the most effective technique. At the end, forgetting the error-free efficiency, ULFR model is utilized.

2. Background

Making decisions is a very complex process and needs the consideration of many different factors [1-3]. Identifying the most productive company is a kind of critical decision in the stock market since the variables are correlated to the evaluation procedure of the performance of the companies. Investors’ earning may rise dramatically sometimes because of taking advantage of each discernible trend in the series of stock price. Nowadays, considering only one stock price is not enough for recognizing the most productive company. Investors have tried various methods for optimizing their return and minimizing the investing risks [4]. Only a productive company or market can provide the investors with a precise signal from the stock price. Therefore, efficiency provides us with burgeoning economically, but inefficiency causes lots of ups and downs in the market [5]. Recently, analyzing frontier efficiency has attracted lots of attention. Admittedly, since corporate performance evaluation deals with a variety of inputs/outputs then this measurement becomes a kind of an important task [6]. This analysis provides investors with lots of advantages regarding nonfinancial performance as well [7].

A variety of techniques already existed for performance evaluation of parametric/ nonparametric approaches [8]. The SFA model turned into one of the most common techniques recently [9]. Once input/output selection is not right thereafter the score will not be valid anymore [10]. On the other hand, the DEA model does not have these kinds of drawbacks, and also there are no random errors in this model [11-15]. Thus, these two methods have both advantageous and disadvantageous [16]. Some researchers (e.g. [17-19]) are of the opinion that these models’ efficiency persistence is not critical. A plus point is that Fernandes, et al. [20] and Altunbas, et al. [21] indicated that profit risk and efficiency are related to each other. Moreover, they have realized that efficiency is influenced by the profit risk positively. To make it clear, the ratio of net income on the whole asset is defined by profit risk. There may be some errors in the chosen data because of the manipulation of the datasheet or the availability of some missing values. Therefore, in this research, finding the error-free efficiency using an unreplicated linear functional relationship model (ULFR) firstly proposed by Adcock in 1877 [22] is the main contribution.

Nowadays, in the various industries, particularly in financial sector, optimization and machine learning widely are used [23-37]. Financial institutions are always trying to find the most valuable and promising techniques for managing and mining the data for having better risk management (machine learning employing as “RegTech”) or for competing with other FIs and FinTechs. Machine learning and optimization are employed in this study and also, we will discuss some application cases in the FIs.

Lots of the researchers are of the opinion that choosing a proper data mining method is dependent to the analyst’s experience [12,38]. Ozekes and Camurcu [39], proposed an application for classification and prediction in the data mining field in which the decision tree will be created by the credits which the bank gives to the customers. Thus, the repayment status of customers’ credits will be predicted easily.

Albayrak and Yılmaz [40], has done a research about the data mining and the data of Istanbul Securities Exchange (IMKB) in which the financial indicators have been benefited in the period of 2004-2006 of the 100 businesses in industry and service sector operating in IMKB 100 indexes and the decision tree is utilized as a data mining method. The CHAID algorithm has been employed for securing the data with the companies’ financial information. The decision tree helps to determine the enterprise’s positions and the critical variable which influences the sector with respect to the outcomes of the research.
A research based on the clustering techniques about the commercial banks’ financial portions available in Turkish Banking Sector during the years of (1998–2006) has been done by Doğan (2008). The analysis is done based on the suitability of the results based on the financial portions.

Aşan [41], collected the customers’ socio-economic characteristics with credit cards. In this study, the clustering method is utilized, and credit cards and individual banking have been specified first, and then the customers utilized the credit cards have been put into set. These customers have been categorized in three main groups based on socio-economic characteristics. Finally, novel optimization and data mining approaches can be addressed through different recent studies in the literature such as [34-36,42-54]

However, far too little attention has been paid to developing an efficient solution method to cope with DEA and data mining associated with finding the superior model, algorithm, and DMU. In conclusion, the main contributions of this study can be summarized as follows:

1. This research aims to study a comprehensive comparison of several efficiencies deliver insight into the bank’s efficiency based on data mining combined with innovative optimization models. This comparison is of considerable significance to banks’ practitioners who desire to assess productivity and efficiency at a proper step of its progression.

2. An exclusive and a novel CVS optimization model is introduced which will be a new experiment in literature perception. The proposed approach has a more positive correlation with profit risk and shows a higher coefficient of determination values.

3. After applying the abovementioned optimization part, best data mining supervised and unsupervised algorithms are introduced. DEA inputs and outputs as potential attributes for data mining algorithms in WEKA is considered. Besides, data play the role of instances, and finally, efficient DMUs are applied for class yes and inefficient DMUs for class no.

4. Unique filtering in the preprocessing approach designed by experts based on the nature of data and algorithms is introduced to increase the accuracy of algorithms.

5. After using the above novel combined optimization and data mining approaches, the superior model, bank, and algorithm, are proposed. Thus, it can be beneficial for managers to remove unrelated data and conduct more effective processes.

The rest sections of this paper are: Section 3 provide a flowchart or an overview and an assessment process of combining optimization models and data mining algorithms. Section 4 presents a clarification of the data set description and inputs and outputs evaluation. Section 5 reviews the five parts of the research methodology (part1: non-parametric model (consist of four subsections of: 1.CCR-BCC model 2. Parameters of non-parametric model 3. Primal proposed model 4. Dual proposed model), part2: parametric model (consist of five subsections of: 1. Stochastic Frontier Analysis (SFA) 2. Technical efficiency for SFA 3. Translog function 4. Parameters of parametric Model 5. Cost function translog form in the current study) part3: Combination of non-parametric and parametric models or CCR-BCC and SFA models or CVS proposed model, part4: The profit-risk evaluator or linear regression in this study, part5: ULFR model, Section 6 presents an evaluation with discussion and consist of five parts(part1: technical efficiency evaluation resulting from CCR-BCC , SFA and CVS proposed models, part2: a comparison of average technical efficiency of CCR-BCC , SFA and CVS models, part 3: evaluation of regression and ULFR, part 4: efficiency evaluation of CVS proposed model after applying ULFR error-free method, part 5: Evaluation of three suggested models after applying preprocessing approach for supervised and unsupervised algorithms). The conclusion and the future works of the experimental consequences are presented in Section 7.

3. Assessment process of combining optimization models and and data mining algorithms

Figure 1 shows the step by step of the flowchart for the proposed approaches in the current study.
4. Dataset and inputs and outputs description

The standard data set, collected in this study covers six months from Feb to July 2020, which is collected from 65 banks. Three inputs and three outputs are presented in Table 1.

<table>
<thead>
<tr>
<th>Type</th>
<th>Variable (stat)</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Total deposits (X)</td>
<td>10000 USD</td>
</tr>
<tr>
<td>Input</td>
<td>Total operating expenses (N)</td>
<td>10000 USD</td>
</tr>
<tr>
<td>Input</td>
<td>Total provisions (M)</td>
<td>10000 USD</td>
</tr>
</tbody>
</table>

Figure 1. Flowchart of proposed combined optimization and data mining algorithms.
Output | Total loans (Y) | 10000 USD  
---|---|---  
Output | Total other earning assets (E) | 10000 USD  
Output | Other operating income (F) | 10000 USD

Table 2 shows the descriptive analysis of data from big data extraction during the six months.

<table>
<thead>
<tr>
<th>Stat</th>
<th>Max</th>
<th>Min</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>880621.89</td>
<td>889.87</td>
<td>51389.89</td>
<td>115906.14</td>
</tr>
<tr>
<td>N</td>
<td>9719.44</td>
<td>8.91</td>
<td>611.64</td>
<td>1189.16</td>
</tr>
<tr>
<td>M</td>
<td>17589.38</td>
<td>0.78</td>
<td>605.19</td>
<td>1787.89</td>
</tr>
<tr>
<td>Y</td>
<td>688499.78</td>
<td>5.73</td>
<td>36017.13</td>
<td>80876.14</td>
</tr>
<tr>
<td>E</td>
<td>359019.34</td>
<td>14.96</td>
<td>17109.25</td>
<td>43017.28</td>
</tr>
<tr>
<td>F</td>
<td>5461.98</td>
<td>0.79</td>
<td>159.48</td>
<td>462.28</td>
</tr>
</tbody>
</table>

After applying the DMU \( j (j=1\ldots n) \) which are 65 banks, the following three inputs and three outputs in our study which are demonstrated in figure 2 is introduced:

\[ X_{ij} \quad (i= 1, \ldots ,m): \text{Total deposits (total deposits + total money market funding + total other funding)} \]

\[ N_{cj} \quad (c= 1, \ldots ,k): \text{Total operating expenses ((personnel expenses + other administrative expenses + other (i.e., those relating to the non-traditional activities noted above) operating expenses)} \]

\[ M_{hj} \quad (h = 1, \ldots ,d): \text{Total provisions (loan loss provisions + other provisions)} \]

The three following outputs show the substitution of the main goal line by banks:

\[ Y_{rfj} \quad (r = 1, \ldots ,s): \text{Total loans (total customer loans + total other lending)} \]

\[ E_{tj} \quad (t = 1, \ldots ,v): \text{Total other earning assets} \]

\[ F_{zj} \quad (z = 1, \ldots ,q): \text{Other operating income} \]

Figure 2. Three inputs and three outputs for the three suggested models.

5. Research methodology

This study aims to compare the efficiency of companies properly. To get the features of the bank, a comparative parametric combined with non-parametric methodology is settled accordingly in terms of some DMUs with three suggested models through Feb to July 2020. Then the whole progression is described below:

5.1. Non-parametric model

The non-parametric part is divided into the following four sub-sections:

5.1.1. CCR-BCC Model:

Note that in the manufacturing advances once \( X_0 \) and \( Y_0 \) are generated then \( \lambda Y_0 \) can be generated by \( \lambda X_0 \) when \( \lambda \leq 1 \). A set of production possibilities consisting
of observations can be made for employing the convexities and feasibilities’
fundamentals. This series is described below.

\[
T_{\text{CCR-BCC}} = T_{\text{ND}} = \left\{ (X,Y) \mid X \geq \sum_{j=1}^{n} \lambda_j X_j \leq Y \leq \sum_{j=1}^{n} \lambda_j Y_j \right\}
\]

Eq. 1

Note that the DMU’s measurement objective with input X and output Y with respect
to the cited advances is fully described below:

\[
\operatorname{Min} \theta \\
\text{St.} \\
(\theta X_0, Y_0) \in T_{\text{ND}}
\]

Based on the \( T_{\text{ND}} \) structure for \( \text{CCR}_{\text{IO}} - \text{BCC}_{\text{IO}} \):

\[
\operatorname{Min} \theta \\
\text{St.} \\
\sum_{j=1}^{n} \lambda_j x_{ij} \leq \theta_p, \quad i = 1, \ldots, m \\
\sum_{j=1}^{n} \lambda_j y_{ij} \geq \gamma_{ip}, \quad r = 1, \ldots, s \\
\lambda_j \leq 1 \\
\lambda_j \geq 0, \quad j = 1, \ldots, n
\]

Eq. 3

5.1.2. Parameters of non-parametric Model

Description of dimensionless parameters in nomenclature for the primal and dual
non-parametric models are provided in Table 3.

Table 3. Explanation of dimensionless parameters in nomenclature for the primal and dual proposed
model.

<table>
<thead>
<tr>
<th>Dimensionless parameters</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( DMU_j )</td>
<td>Decision making units</td>
</tr>
<tr>
<td>( \lambda_j )</td>
<td>Non-negative scalar (dual variables that categorize the benchmarks for inefficient parts)</td>
</tr>
<tr>
<td>( X_{ij} )</td>
<td>( m^{th} )input (Total deposits) for ( n^{th} )DMU</td>
</tr>
<tr>
<td>( N_{ij} )</td>
<td>( k^{th} )input (Total operating expenses) for ( n^{th} )DMU</td>
</tr>
<tr>
<td>( M_{ij} )</td>
<td>( d^{th} )input (Total provisions) for ( n^{th} )DMU</td>
</tr>
<tr>
<td>( Y_{ij} )</td>
<td>( s^{th} )output (Total loans) for ( n^{th} )DMU</td>
</tr>
<tr>
<td>( E_{ij} )</td>
<td>( v^{th} )output (Total other earning assets) for ( n^{th} )DMU</td>
</tr>
<tr>
<td>( F_{ij} )</td>
<td>( q^{th} )output (Other operating income) for ( n^{th} )DMU</td>
</tr>
<tr>
<td>( w )</td>
<td>Free of sign for variable return to scale</td>
</tr>
<tr>
<td>( j )</td>
<td>( n^{th} )DMU</td>
</tr>
<tr>
<td>( n )</td>
<td>DMU observation</td>
</tr>
<tr>
<td>( m )</td>
<td>Input (Total deposits) observation</td>
</tr>
<tr>
<td>( k )</td>
<td>Input (Total operating expenses) observation</td>
</tr>
<tr>
<td>( d )</td>
<td>Input (Total provisions) observation</td>
</tr>
<tr>
<td>( s )</td>
<td>Output (Total loans) observation</td>
</tr>
<tr>
<td>( v )</td>
<td>Output (Total other earning assets) observation</td>
</tr>
<tr>
<td>( q )</td>
<td>Output (Other operating income) observation</td>
</tr>
<tr>
<td>( i )</td>
<td>( m^{th} )input (Total deposits)</td>
</tr>
<tr>
<td>( c )</td>
<td>( k^{th} )input (Total operating expenses)</td>
</tr>
</tbody>
</table>
5.1.3. Primal proposed model in CCR\(_{\text{IO}} - \text{BCC}_{\text{IO}}\):

\[
\begin{align*}
\text{Max } \phi & \sum_{r=1}^{s} Y_r u_r + \sum_{t=1}^{q} E_t b_t + \sum_{z=1}^{p} F_z a_z \\
& \sum_{i=1}^{m} X_i v_i + \sum_{c=1}^{k} N_c g_c + \sum_{c=1}^{d} M_c l_c \leq 1 \\
& \sum_{r=1}^{s} Y_r u_r + \sum_{t=1}^{q} E_t b_t + \sum_{z=1}^{p} F_z a_z - \sum_{i=1}^{m} X_i v_i \\
& - \sum_{c=1}^{k} N_c g_c - \sum_{c=1}^{d} M_c l_c \leq 0 & j = 1, \ldots, n \\
\end{align*}
\]

\(v_r, g_c, l_h, b_t, u_r, a_z \geq 0, j = 1, \ldots, n\)

5.1.4. Dual proposed model in CCR\(_{\text{IO}} - \text{BCC}_{\text{IO}}\):

\[
\begin{align*}
\text{Min } \theta \\
\text{St.} \\
\sum_{j=1}^{n} \lambda_j X_{ij} & \leq \theta_p X_{ip} \\
\sum_{j=1}^{n} \lambda_j N_{cj} & \leq \theta_p N_{cp} & Eq. 5 \\
\sum_{j=1}^{n} \lambda_j M_{hj} & \leq \theta_p M_{hp} \\
\sum_{j=1}^{n} \lambda_j E_{tj} & \geq E_{tp} \\
\end{align*}
\]
\[
\sum_{j=1}^{n} \lambda_j Y_{rj} \geq Y_{rp}
\]
\[
\sum_{j=1}^{n} \lambda_j P_{zj} \geq P_{zp}
\]
\[
\sum_{j=1}^{n} \lambda_j \leq 1
\]
\[
\lambda_j \geq 0 \quad \theta_p \text{ free}
\]

Finally, to measure the technical efficiency of CCR-BCC model, DEA-SOLVER is applied in this study.

5.2. Parametric model

The parametric parts are divided to the following five sub-sections:

5.2.1. Stochastic Frontier Analysis (SFA)

The SFA model is specified as:
\[
Y_{it} = f(X_{it}; \beta) + \epsilon_{it} \quad \text{Eq. 6}
\]
Where, \(Y_{it}\) is the output of bank \(i\) (\(i = 1, 2, \ldots, N\)) at time \(t\) (\(t = 2, \ldots, T\)); \(f(\beta)\) is the production technology; \(X_{it}\) is a vector of \(n\) inputs; and \(\beta\) is the vector of unknown parameters to be assessed. Based on the unbalance factors during the various period. The error term is specified as:
\[
\epsilon_{it} = V_{it} - U_{it} \quad \text{Eq. 7}
\]
Where \(V_{it}\) is statistical noise (expected to be individualistically and identically disseminated); characterizes those effects which cannot be measured by the banks, such as quality, access to raw material, labor market conflicts, trade problems, measurement errors in the dependent variable, and left-out illustrative variables. \(U_{it} \geq 0\), demonstrates technical inefficiency. On the other hand, \(V_{it}\) shows those factors which can be controlled by banks.

5.2.2. Technical efficiency for SFA

Based on the above equation 8, \(U_{it}\) demonstrates technical inefficiency and according to the following equation 9, \(U_i\) is the inefficiency level of the \(i^{th}\) bank at time \(T\) and \(\rho\) is an unknown parameter:
\[
U_{it} = U_i e^{-\rho(t-T)} \quad \text{Eq. 8}
\]
Equation 10 shows \(TE_{it}\) which is technical efficiency for the \(i^{th}\) bank at \(t^{th}\) time period based on the suggested SFA model:
\[
TE_{it} = e^{-U_i e^{(-\rho(t-T))}} = e^{-U_{it}} \quad \text{Eq. 9}
\]

5.2.3. Translog function

Production function assessment generally provides an assessment of Cobb-Doubles (CD) or Constant Elasticity of Substitution (CES) functions. Both CD and CES functions fit in the class of production functions which satisfy the condition of quasi-concavity and positive monotonicity. However, both aforementioned functional forms have some restrictions on the parameters such as the elasticity of exchange. Recent studies have demonstrated that the translog function to be more suitable in the assessment of production associations since it has more flexibility. This function has both linear and quadratic terms with the advantages of applying multiple inputs and outputs. The four-inputs and two outputs of the translog production function can be applied in terms of logarithms as follows:
\[
\ln(Y_{it}) = \beta_0 + \beta_1 \ln(X_{it}) + \beta_2 \ln(N_{it}) + \beta_3 \ln(M_{it}) + \frac{1}{2} \beta_4 \ln(X_{it}^2) + \frac{1}{2} \beta_5 \ln(N_{it}^2) + \beta_6 \ln(M_{it}^2) \\
+ \beta_7 (\ln(X_{it}) \times \ln(N_{it})) + \beta_8 (\ln(X_{it}) \times \ln(M_{it})) + \beta_9 (\ln(N_{it}) \times \ln(M_{it}))
\]

\(Y_{it}\) are the variables of the outputs for the \(i^{th}\) unit at time \(t\). \(X_{it}\) is the first input for the \(i^{th}\) unit at time \(t\). \(N_{it}\) is the second input for the \(i^{th}\) unit at time \(t\). \(M_{it}\) is the third input for the \(i^{th}\) unit at time \(t\). \(\beta_0\) is the intercept or the constant term. \(\beta_1, \beta_2, \text{ and } \beta_3\) are first derivatives. \(\beta_4, \beta_5\) and \(\beta_6\) are own second derivatives. \(\beta_7, \beta_8, \text{ and } \beta_9\) are cross second derivatives.

5.2.4. Parameters of parametric Model

Description of dimensionless parameters in nomenclature for the parametric model are provided in Table 4:

<table>
<thead>
<tr>
<th>Dimensionless parameters</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\ln(X_{it}))</td>
<td>Natural logarithm of Total deposits for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(\ln(N_{it}))</td>
<td>Natural logarithm of Total operating expenses for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(\ln(M_{it}))</td>
<td>Natural logarithm of Total provisions for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(\ln(Y_{it}))</td>
<td>Natural logarithm of the variable of outputs (Total loans for the first output, Total other earning assets for the second output and other operating income for the third output) for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(\beta_0)</td>
<td>Intercept or the constant term</td>
</tr>
<tr>
<td>(\beta_1)</td>
<td>First derivatives of the first input or natural logarithm of Total deposits for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(\beta_2)</td>
<td>First derivatives of the second input or natural logarithm of Total operating expenses for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(\beta_3)</td>
<td>First derivatives of the third input or natural logarithm of Total provisions for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(\beta_4)</td>
<td>Own second derivatives of the first input or natural logarithm of Total deposits for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(\beta_5)</td>
<td>Own second derivatives of the second input or natural logarithm of Total operating expenses for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(\beta_6)</td>
<td>Own second derivatives of the third input or natural logarithm of Total provisions for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(\beta_7)</td>
<td>Cross second derivatives of the first and the second inputs or combination of natural logarithm of Total deposits for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(\beta_8)</td>
<td>Cross second derivatives of the first and the third inputs or combination of natural logarithm of Total deposits for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(\beta_9)</td>
<td>Cross second derivatives of the second and the third inputs or combination of natural logarithm of Total operating expenses for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(\beta_{10})</td>
<td>Cross second derivatives of the second and the third inputs or combination of natural logarithm of Total provisions for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(X_{it})</td>
<td>Total deposits for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(N_{it})</td>
<td>Total operating expenses for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(M_{it})</td>
<td>Total provisions for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(Y_{it})</td>
<td>The variable of outputs (Total loans for the first output, Total other earning assets for the second output and other operating income for the third output) for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(V_{it})</td>
<td>Random error for the (i^{th}) bank at time (t)</td>
</tr>
<tr>
<td>(U_{it})</td>
<td>Non-negative random variable (or technical inefficiency) for the (i^{th}) bank at time (t)</td>
</tr>
</tbody>
</table>
5.2.5. Cost function translog form in the current study

Implementing a proper functional form is kind of a critical task for completing the model assessment. Translog and Cobb-Douglas cost functions are the most recognized methods for research, particularly in estimating the units’ efficiency. The Translog function is utilized frequently. It is a simplification of the Cobb-Douglas function and it’s a flexible functional form based on the second-order approximation. Cobb-Douglas and translog functions are linear in terms of parameters and are measured via least-squares techniques. Based on our study the translog function is employed due to the availability of multi-inputs and outputs. Here the translog form is utilized with four inputs and two outputs provided in the following equation:

$$\ln(Y_{it}) = \ln(Y_{it}) = \beta_0 + \beta_1 \ln(X_{1i}) + \beta_2 \ln(X_{2i}) + \beta_3 \ln(M_{it}) + \frac{1}{2} \beta_4 \ln(X_{1i}^2) + \frac{1}{2} \beta_5 \ln(N_{it})$$

$$+ \frac{1}{2} \beta_6 \ln(M_{it}^2)$$

$$+ \beta_8 \ln(X_{1i} \times \ln(N_{it})) + \beta_9 \ln(X_{1i} \times \ln(M_{it})) + \beta_9 \ln(N_{it} \times \ln(M_{it})) + (V_{it} - U_{it})$$

5.3. Combination of non-parametric and parametric models or CCR-BCC and SFA models or CVS proposed model

Based on the equation 11, for measuring the efficiency score of the novel proposed CVS model, the average efficiency score of CCR-BCC and SFA models should be considered:

$$CVS = \frac{Efficiency \ score \ amount \ of \ CCR-BCC \ model + Efficiency \ score \ amount \ of \ SFA \ model}{2}$$

5.4. The profit risk evaluator or linear regression in this study

To evaluate the positive or negative effects of profit risk on the efficiency score of CCR-BCC, SFA and CVS models, three following linear regression forms have been applied:

$$EF(CCR-BCC)_i = \beta_{CCR-BCC(0)} + \beta_{CCR-BCC} \cdot APR_{CCR-BCC} + \epsilon_{CCR-BCC}_i$$

$$EF(SFA)_i = \beta_{SFA(0)} + \beta_{SFA} \cdot APR_{SFA} + \epsilon_{SFA}_i$$

$$EF(CVS)_i = \beta_{CVS(0)} + \beta_{CVS} \cdot APR_{CVS} + \epsilon_{CVS}_i$$

Equations 13, 14 and 15 represent the average technical efficiency scores of the bank \(i\) based on CCR-BCC, SFA and the proposed CVS models correspondingly. \(APR_{CCR-BCC}, APR_{SFA}, and APR_{CVS}\) shows the average profit risk of \(i^{th}\) bank for CCR-BCC, SFA and CVS models correspondingly. \(\beta_{CCR-BCC(0)}, \beta_{SFA(0)}, and \beta_{CVS(0)}\) are intercept or the constant term or the slope parameter of CCR-BCC, SFA and CVS models respectively.

\(\beta_{CCR-BCC}, \beta_{SFA}, and \beta_{CVS}\) are orderly derivatives of CCR-BCC, SFA and CVS models correspondingly. Finally \(\epsilon_{CCR-BCC}, \epsilon_{SFA}, and \epsilon_{CVS}\) signifies the error terms of CCR-BCC, SFA and CVS models respectively.

5.5. ULFR model

Assume that \(APR_{CCR-BCC}, APR_{SFA}, and APR_{CVS}\) are linearly related unobservable variables associated with \(EF(CCR-BCC), EF(SFA), and EF(CVS)\) respectively. So, the three functional forms of CCR-BCC, SFA and CVS are:

$$\varphi_{CCR-BCC} = EF(CCR-BCC)_i = \beta_{CCR-BCC_0} + \beta_{CCR-BCC} \cdot APR_{CCR-BCC}$$

$$EF(CSVS)_i = \beta_{CVS(0)} + \beta_{CVS} \cdot APR_{CVS} + \epsilon_{CVS}_i$$

$$EF(SFA)_i = \beta_{SFA(0)} + \beta_{SFA} \cdot APR_{SFA} + \epsilon_{SFA}_i$$
\[ \varphi_{(SFA)_i} = EF(SFA)_i = \beta_{(SFA)_i} + \beta_{(SFA)_i}APR_{(SFA)_i} \quad \text{Eq. 17} \]

\[ \varphi_{(CVS)_i} = EF(CVS)_i = \beta_{(CVS)_i} + \beta_{(CVS)_i}APR_{(CVS)_i} \quad \text{Eq. 18} \]

and the two equivalent random variables for CCR-BCC, SFA and CVS are detected with errors \( d_{(CCR-BCC)_i}, d_{(SFA)_i}, d_{(CVS)_i} \) and \( e_{(CCR-BCC)_i}, e_{(SFA)_i}, e_{(CVS)_i} \) (\( i = 1, 2, \ldots n \)) correspondingly as:

\[ EF(CCR - BCC)_i = EF(CCR - BCC)_i + d_{(CCR - BCC)_i} \quad \text{Eq. 19} \]

\[ APR_{(CCR - BCC)_i} = APR_{(CCR - BCC)_i} + e_{(CCR - BCC)_i} \]

\[ EF(SFA)_i = EF(SFA)_i + d_{(SFA)_i} \quad \text{Eq. 20} \]

\[ APR_{(SFA)_i} = APR_{(SFA)_i} + e_{(SFA)_i} \]

\[ EF(CVS)_i = EF(CVS)_i + d_{(CVS)_i} \quad \text{Eq. 21} \]

\[ APR_{(CVS)_i} = APR_{(CVS)_i} + e_{(CVS)_i} \]

Equations number 16, 17, 18, 19, 20, 21 represent ULFR model in which \( EF(CCR - BCC)_i, EF(SFA)_i, EF(CVS)_i \) and \( APR_{(CCR - BCC)_i}, APR_{(SFA)_i}, APR_{(CVS)_i} \) are only the two variables of CCR-BCC, SFA, CVS models respectively and there are only one relation between \( EF(CCR - BCC)_i \) with \( APR_{(CCR - BCC)_i} \), \( EF(SFA)_i \) with \( APR_{(SFA)_i} \) and \( EF(CVS)_i \) with \( APR_{(CVS)_i} \). Finally, \( d_{(CCR - BCC)_i}, d_{(SFA)_i}, d_{(CVS)_i} \) and \( e_{(CCR - BCC)_i}, e_{(SFA)_i}, e_{(CVS)_i} \) are random variables of CCR-BCC, SFA, CVS correspondingly, which are mutually independent and normally distributed.

To summarize our calculation, CVS proposed model is considered. CCR-BCC and SFA have the same evaluation and they have not considered in the following equations. The following conditions are considered for CVS proposed model:

\[ E(d_{(CVS)_i}) = E(e_{(CVS)_i}), \quad \text{Var}(d_{(CVS)_i}) = \text{Var}(e_{(CVS)_i}) = \sigma^2_{(CVS)} \quad \forall i \]

\[ \text{Cov}(d_{(CVS)_i}, d_{(CVS)_j}) = \text{Cov}(e_{(CVS)_i}, e_{(CVS)_j}) = 0, \quad i \neq j \quad \text{Eq. 22} \]

\[ \text{Cov}(d_{(CVS)_i}, e_{(CVS)_j}) = 0 \quad \forall i, j \]

The ratio of error variance in CVS proposed model is recognized as:

\[ \frac{\sigma^2_{(CVS)}}{\sigma^2_{(CVS)}} = \lambda \quad \text{Eq. 23} \]

Consider the following 24, 25, 26, 27 and 28 assumptions in CVS proposed model before introducing the equations 29, 30, 31 and 32:

\[ \bar{EF}(CVS) = \frac{\sum EF(CVS)_i}{n} \quad \text{Eq. 24} \]

\[ \bar{Pr}(CVS) = \frac{\sum Pr(CVS)_i}{n} \quad \text{Eq. 25} \]

\[ S_{xy} = \sum (EF(CVS)_i - \bar{EF}(CVS))^2 \quad \text{Eq. 26} \]

\[ S_{xx} = \sum (Pr(CVS)_i - \bar{Pr}(CVS))^2 \quad \text{Eq. 27} \]

\[ S_{yx} = \sum (EF(CVS)_i - \bar{EF}(CVS))(Pr(CVS)_i - \bar{Pr}(CVS)) \quad \text{Eq. 28} \]

Based on the 24, 25, 26, 27 and 28 assumptions in CVS proposed model, maximum possibility evaluator of parameters in CVS proposed model are introduced in equations 29, 30, 31 and 32:
6.1. Technical efficiency evaluation resulting from CCR-BCC, SFA and CVS proposed models

Following relation:

\[ \hat{\beta}_{(CVR)} = \frac{E_f(CVS) - \beta_{(CVR)} \text{APR}_{(CVR)}}{\lambda + \hat{\beta}_{(CVR)}} \]

The sum of squared distances of the detected parts from the close-fitting line or the residual sum of squares (\(SS_e\)) in CVS proposed model is specified as:

\[ SS_e = \sum \left\{ E_f(CVS)_i - (\hat{\beta}_{(CVR)} + \hat{\beta}_{(CVR)} \text{APR}_{(CVR)}(E_f(CVS))_i\right\}^2 \]

Consider the ratio of error variance in CVS proposed model is equal to one (\(\lambda = 1\)). For special cases in which \(\lambda \neq 1\), it should be reduced with the case of \(\lambda = 1\) by dividing the detected amounts of \(E_f(CAS)\) by \(\lambda^2\). So, the following model is specified:

\[ SS_e = \frac{S_{yy} - 2\hat{\beta}_{(CVR)} S_{xy} + \hat{\beta}_{(CVR)} \frac{2 \text{S}_{xx}}{(1 + \hat{\beta}_{(CVR})^2)} }{} \]

Finally, the coefficient in determination of ULFR, for free value of \(\lambda\) in CVS proposed model is defined as:

\[ R^2_{(CVR)} = \frac{SS_R}{SS_y} \]

\[ SS_R \] is the regression sum of squares in CVS proposed model and can be represented as the following relation:

\[ SS_R = S_{yy} - SS_e = S_{xy} - \frac{S_{yy} - 2\hat{\beta}_{(CVR)} S_{xy} + \hat{\beta}_{(CVR)} \frac{2 \text{S}_{xx}}{(1 + \hat{\beta}_{(CVR})^2)} }{} = \frac{\hat{\beta}_{(CVR)} \frac{2 \text{S}_{xy}}{(1 + \hat{\beta}_{(CVR})^2)} - \hat{\beta}_{(CVR)} S_{xy} + \hat{\beta}_{(CVR)} \frac{2 \text{S}_{xx}}{(1 + \hat{\beta}_{(CVR})^2)} }{} \]

6. Discussion and evaluation

Technical efficiency evaluation for the three suggested models are presented at the first step.

6.1. Technical efficiency evaluation resulting from CCR-BCC, SFA and CVS proposed models

Based on the nature of input-oriented model, a bank is technical efficient if it can be reduced inputs in providing the specified outputs. Staying at the best frontier line shows the efficiency score of one. Technical efficiency evaluation of CCR-BCC, SFA and a novel CVS models through are presented in the following three sub-sections.

6.1.1. Technical efficiency evaluation of CCR-BCC model

Figure 3 shows the technical efficiency scores for 65 banks in CCR-BCC model. Based on the given information, the average technical efficiency scores of banks is 0.8599. This shows that the banks have an inefficiency score of 14.01% in using the existing resources. Banks numbers 5, 11, 16, 41, 56 and 64 with the efficiency scores of 1 are efficient. Banks number 51, 52 and 57 are the least efficient banks with the efficiency scores of 0.511, 0.593 and 0.582, respectively.
6.1.2. Technical efficiency evaluation of SFA model

Figure 4 shows the technical efficiency scores for 65 banks in SFA model. Based on the given information, the average technical efficiency scores of banks is 0.8462. This shows that the banks have an inefficiency score of 15.38% in using the existing resources. Bank number 50 with the efficiency scores of 0.996 is the most efficient bank. Banks number 51, 52 and 57 are the least efficient banks with the efficiency scores of 0.525, 0.581 and 0.588 respectively.

6.1.3. Technical efficiency evaluation of CVS model

Figure 5 shows the technical efficiency scores for 65 banks in CVS model. Based on the given information, the average technical efficiency scores of banks is 0.85305. This shows that the banks have inefficiency score of 14.69% in using the existing resources. Banks number 50 and 64 with the efficiency scores of 0.995 is the most efficient banks. Banks number 51, 52 and 57 are the least efficient banks with the efficiency scores of 0.518, 0.587 and 0.585, respectively.
6.2. A comparison of average technical efficiency of CCR-BCC, SFA and CVS models

Figure 5 shows the average technical efficiency scores for 59 banks in CCR-BCC, SFA and CVS models. Based on the information provided in previous subsections, the following relation is presented:

\[ \text{ATE}_{\text{CCR-BCC}}(0.8599) \geq \text{ATE}_{\text{CVS}}(0.85305) \geq \text{ATE}_{\text{SFA}}(0.8462) \]  \tag{37}

It is obvious that \( \text{ATE}_{\text{CCR}} \) (Average Technical Efficiency of CCR-BCC model) is more than \( \text{ATE}_{\text{CVS}} \) (Average Technical Efficiency of CVS model) and \( \text{ATE}_{\text{CVS}} \) is more than \( \text{ATE}_{\text{SFA}} \) (Average Technical Efficiency of SFA model). Unlike SFA model, CCR-BCC or DEA models cannot measure statistical noise. Moreover, SFA lets DMUs to depart from efficiency frontier line because of statistical noise and inefficiency scores. Finally, among the three suggested models, CCR-BCC presents the similar efficiency scores compare with the two other models.

6.3. Evaluation of regression and ULFR

Table 5 shows the statistical evaluation for the three suggested models in SPSS and SAS sources.

<table>
<thead>
<tr>
<th>Model</th>
<th>COEFFICIENTS ((\beta_i))</th>
<th>COEFFICIENT DETERMINATION OF SIMPLE LINEAR REGRESSION ((R^2))</th>
<th>COEFFICIENT DETERMINATION OF ULFR ((R^2))</th>
<th>P-VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCR-BCC</td>
<td>0.4799</td>
<td>0.2287</td>
<td>0.9971</td>
<td>0.0141</td>
</tr>
<tr>
<td>SFA</td>
<td>0.2996</td>
<td>0.0825</td>
<td>0.9956</td>
<td>0.1914</td>
</tr>
<tr>
<td>CVS</td>
<td>0.5649</td>
<td>0.2999</td>
<td>0.9999</td>
<td>0.0018</td>
</tr>
</tbody>
</table>

Based on the information provided in table 7, after applying the statistical evaluation under 5% significant for CCR-BCC and CVS proposed models, the p-value is less than 5% (0.0141 and 0.0018 for CCR-BCC and CVS models respectively) and this shows that the relation among efficiency and profit risk is statistically noteworthy. Moreover, based on the aforementioned low amount of p-value, profit risk has a positive effect on financial procedure of the banks and provide more appropriate conditions for banks. In addition, the managers of banks can get more profits and they face lower challenge of wasting a large amount of profits. Alternatively, the p-value for the SFA model which is 0.1914 (is more than 0.05) and this shows the weak relationship.
among SFA and profit risk in the current study. In addition, with low coefficient ($\beta_1$) amount of 0.2996 compare with two other suggested models which are 0.4799 and 0.5649 for CCR-BCC and CVS respectively, it has the lowest efficiency growth. In fact, the 1% growth in profit risk of SFA model provide the growing in the efficiency by only 0.29%. On the other hand, the 1% growth in profit risk of CVS model provide the growing in the efficiency by 0.56%. Thus, this shows that the efficiency growth of the suggested CVS model is approximately twice the efficiency growth of SFA model. Finally, the coefficient of determination for simple linear regression ($R^2$) and the coefficient of determination for ULFR ($R^2_{ULFR}$) for CVS suggested, is more and better than the two other models. This shows the strong connection between profit risk and coefficient in the suggested CVS model compare with the two other models. As a final point, the coefficient of determination for ULFR ($R^2_{ULFR}$) in the three suggested models (0.9971, 0.9956, 0.9999 for CCR-BCC, SFA and CVS respectively) are significantly more than (0.2287, 0.0825 and 0.2999 for CCR-BCC, SFA and CVS correspondingly) and this demonstrates the fact that ULFR plays a more important role compare with linear regression.

6.4. Efficiency evaluation of CVS proposed model after applying ULFR error-free method

After combining the CCR-BCC and SFA models, the efficiency amount of the proposed CVS model may have some errors as a result of some unrelated data and missing values. In order to remove some errors and missing values, ULFR has been applied. Table 6 shows error-free efficiency amount of the CVS proposed model before and after applying ULFR model. Moreover, the final ranking of the banks after applying error-free ULFR method are presented in table 6. After considering the error free ULFR method, some banks receive the higher efficiency scores and some banks obtain the lower efficiency scores. Finally, bank number 56 by obtaining the extra efficiency amount of 0.03% and increasing from 0.996 to 0.999 efficiency score, is introduced as the highest efficient bank. On the other hand, bank number 51 by obtaining the subtractive efficiency amount of 0.15% and decreasing from 0.518 to 0.503 efficiency score, is introduced as the lowest efficient bank.

Table 6. Efficiency evaluation of CVS proposed model before and after applying ULFR error-free method.

<table>
<thead>
<tr>
<th>Banks</th>
<th>Technical Efficiency Before Applying ULFR</th>
<th>Minimal Efficiency Before Applying ULFR</th>
<th>Ranking of Banks</th>
<th>Technical Efficiency After Applying ULFR</th>
<th>Minimal Efficiency After Applying ULFR</th>
<th>Ranking of Banks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.783</td>
<td>0.789</td>
<td>48</td>
<td>0.660</td>
<td>0.681</td>
<td>57</td>
</tr>
<tr>
<td>2</td>
<td>0.879</td>
<td>0.878</td>
<td>36</td>
<td>0.925</td>
<td>0.921</td>
<td>22</td>
</tr>
<tr>
<td>3</td>
<td>0.702</td>
<td>0.741</td>
<td>53</td>
<td>0.938</td>
<td>0.946</td>
<td>19</td>
</tr>
<tr>
<td>4</td>
<td>0.860</td>
<td>0.868</td>
<td>39</td>
<td>0.802</td>
<td>0.798</td>
<td>46</td>
</tr>
<tr>
<td>5</td>
<td>0.978</td>
<td>0.979</td>
<td>11</td>
<td>0.904</td>
<td>0.895</td>
<td>29</td>
</tr>
<tr>
<td>6</td>
<td>0.905</td>
<td>0.892</td>
<td>31</td>
<td>0.769</td>
<td>0.763</td>
<td>52</td>
</tr>
<tr>
<td>7</td>
<td>0.803</td>
<td>0.814</td>
<td>43</td>
<td>0.964</td>
<td>0.959</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>0.870</td>
<td>0.875</td>
<td>37</td>
<td>0.983</td>
<td>0.982</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>0.916</td>
<td>0.915</td>
<td>24</td>
<td>0.962</td>
<td>0.948</td>
<td>18</td>
</tr>
<tr>
<td>10</td>
<td>0.776</td>
<td>0.781</td>
<td>49</td>
<td>0.927</td>
<td>0.929</td>
<td>21</td>
</tr>
</tbody>
</table>
Filtering in WEKA environment is applied. In filter selection, there are two classifications of filters: Supervised and unsupervised. In both groups, filters are for attributes and instances distinctly. Utilizing attribute and instance filters, all attributes and instances can be increased, excluded, and improved. In this study, a special pre-processing is applied by experts. In fact, the best filtering approach for each category has been selected. Four layers filtering Pre-process is applied to the dataset to make imbalanced data balanced. This process is applied in four steps as follows:

**Step A: Discretization (unsupervised attribute filter):** Consistent with the points, for a systematic plan, this step should be done. Discretization adapts one form of data to another form. There are many techniques used to explain these two data types, such as ‘quantitative’ vs. ‘qualitative’, ‘continuous’ vs. ‘discrete’, ‘ordinal’ vs. ‘nominal’, and ‘numeric’ vs. ‘categorical’. It is so valuable to choose the most fitting method for discretization. In this paper, data is classified in to quantitative or qualitative.

**Step B: Attribute Selection (supervised attribute filter):** With the aim of choosing the best attributes for defining the best scenario, this step can be applied.

**Step C: Resample filters (Unsupervised instances):** Creates a random subsample of a dataset applying sampling with a substitute. The original dataset must fit totally in memory. The number of instances in the created dataset may be stipulated.

**Step D: Stratified Remove Folds (supervised instance filter):** In our specific data set, this filter plays a vital role in improving the accuracy of all algorithms. This filter takes a data set and outputs a recognized fold for cross-validation.

---

### 6.5. Efficiency evaluation of CVS proposed model after applying ULFR error-free method


The classes to clusters evaluation in WEKA using the primary evaluator to each output of steps defined above. It is applied because it is the individual clustering and classification surveyor which generates numeric accuracy as a principle of evaluation within numerous algorithms. The following formula shows the final numerical accuracy:

$$\text{Accuracy} = \frac{\text{Truepositive} + \text{Truenegative}}{\text{Truepositive} + \text{Truenegative} + \text{Falsepositive} + \text{Falsenegative}}$$

Eq. 38

K-means and Make Density Based Cluster in clustering unsupervised algorithms as well as Sequential Minimal Optimization (SMO) and Naïve Bayes in classification supervised algorithms have been applied to find the superior algorithm.

K-means is a method of cluster analysis which drives to split N descriptions into K clusters where each reflection fits into the cluster with the nearest mean. Originally, the k centroid prerequisite to be designated at the beginning. These centers should be designated productively, employing them as much as possible secluded from each other since an assorted place causes the various outcome.

Make Density Based Cluster finds numerous clusters beginning from the expectable density scattering of corresponding nodes. It is one of the most communal clustering algorithms and stated in the technical literature. Supposed a set of themes in some space, it clusters together items that are methodically packed together (items with various adjacent neighbors), pattern as outliers’ themes that lie singlehanded in low-thickness areas.

SMO is an upgraded method for training Support vector machines (SVM) which accepted good performance in many problems. Nonetheless, the usage of SVM was partial because of application difficulties and training intricacy. Thus, SMO is silently upgraded by being theoretically simple, easy to implement, and in general cases faster than SVM.

Naïve Bayes is a well-known classifier that contains conditional probabilities. So, it applies Bayes’ theorem and it assumes that structures have a solid individuality among each other. Additionally, it has many advantages such as straightforwardness of use, quick union, and high scalability. In conclusion, Naïve Bayes needs less training data for building a model.

After applying steps (Step A, Step B, Step C and Step D), the accuracy and average accuracy in each stage are presented in Tables 7-10.

**Table 7.** Accuracy comparison contained by K-means algorithm (All Numbers Are in Percent).

<table>
<thead>
<tr>
<th>Model</th>
<th>STEP A</th>
<th>STEP B</th>
<th>STEP C</th>
<th>STEP D</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCR-BCC</td>
<td>86.69</td>
<td>88.71</td>
<td>90.65</td>
<td>92.73</td>
</tr>
<tr>
<td>SFA</td>
<td>82.67</td>
<td>83.18</td>
<td>84.25</td>
<td>86.16</td>
</tr>
<tr>
<td>CVS</td>
<td>90.34</td>
<td>92.16</td>
<td>93.27</td>
<td>97.93</td>
</tr>
</tbody>
</table>

**Table 8.** Accuracy comparison contained by Make Density based Cluster algorithm (All Numbers Are in Percent).

<table>
<thead>
<tr>
<th>Model</th>
<th>STEP A</th>
<th>STEP B</th>
<th>STEP C</th>
<th>STEP D</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCR-BCC</td>
<td>73.78</td>
<td>75.29</td>
<td>77.18</td>
<td>79.78</td>
</tr>
<tr>
<td>SFA</td>
<td>68.29</td>
<td>70.08</td>
<td>72.99</td>
<td>74.19</td>
</tr>
<tr>
<td>CVS</td>
<td>80.56</td>
<td>81.29</td>
<td>82.64</td>
<td>84.11</td>
</tr>
</tbody>
</table>

**Table 9.** Accuracy comparison contained by SMO algorithm (All Numbers Are in Percent).

<table>
<thead>
<tr>
<th>Model</th>
<th>STEP A</th>
<th>STEP B</th>
<th>STEP C</th>
<th>STEP D</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCR-BCC</td>
<td>88.96</td>
<td>90.67</td>
<td>93.95</td>
<td>95.35</td>
</tr>
<tr>
<td>SFA</td>
<td>85.58</td>
<td>87.36</td>
<td>89.45</td>
<td>90.59</td>
</tr>
</tbody>
</table>
Table 10. Accuracy comparison contained by Naive Bayes algorithm (All Numbers Are in Percent).

<table>
<thead>
<tr>
<th>Model</th>
<th>STEP A</th>
<th>STEP B</th>
<th>STEP C</th>
<th>STEP D</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCR-BCC</td>
<td>81.47</td>
<td>83.16</td>
<td>85.99</td>
<td>88.93</td>
</tr>
<tr>
<td>SFA</td>
<td>76.25</td>
<td>78.27</td>
<td>80.39</td>
<td>83.78</td>
</tr>
<tr>
<td>CVS</td>
<td>84.39</td>
<td>86.11</td>
<td>88.98</td>
<td>90.03</td>
</tr>
</tbody>
</table>

It can be concluded from Tables 7–10 as the layers of filtering rises:

- The maximum of accuracy within four valuation approaches are increased.
- The average accuracy within four models, links to each filtering step is increased.
- The accuracy of all algorithms is augmented as well.

Finally, the two following relations for four suggested algorithms and for three suggested models are applicable:

\[
\text{SMO} \geq K - \text{means} \geq \text{Naive Bayes} \geq \text{Make Density based Cluster algorithm} \quad \text{Eq. 39}
\]

\[
\text{CVS} \geq \text{CCR} - \text{BCC} \geq \text{SFA} \quad \text{Eq. 40}
\]

CVS at Steps A–D has the highest accuracy. In fact, according to our unique data, attributed, and instances using the K-means based on CVS model in proposed combining optimization and data mining methodology has the best performance.

7. Conclusion

To introduce the most efficient model, algorithm and bank, this paper provides a scientific assessment of three CCR-BCC, SFA and a novel combination of the CCR-BCC and SFA models or CVS at the first step. At data mining or the second step, a novel four-layers data mining filtering pre-processes for selected supervised classification as well as unsupervised clustering algorithms to increase the accuracy and to remove unrelated attributes and data are applied. In the optimization part, the average technical efficiency score of SFA was lower than CVS and the average technical efficiency score of CVSs was lower than CCR-BCC model. The average technical efficiency score of CCR-BCC model indeed gets the highest score, but DEA non-parametric models unlike SFA parametric model have not measured statistical noise. So, to introduce the most efficient model and bank the positive or negative correlation between profit risk and efficiency score based on statistical analysis has been proposed and it would be the most reliable approach for evaluating and ranking models and banks. The coefficient determination of ULFR and simple linear regression show that CVS model has the most positive correlation between the profit risk and efficiency score compare with other suggested models. Finally, to remove unrelated, noisy, missing data, and introduce the most and the least efficient bank ULFR error-free method has been applied. After applying the ULFR error-free method some banks received higher efficiency scores and some hospitals obtained lower efficiency scores. Bank number 58 get the highest and the best efficiency score and hospital number 51 obtained the lowest efficiency score. Besides, the highest coefficients, coefficient determination of simple linear regression, and coefficient determination of ULFR and the lowest p-value among the other suggested models show that CVS proposed model should be the most appropriate approach. In the data mining part, SMO algorithm receives the highest accuracy in all four suggested filtering layers. In the future, a comparison of combining other well-known nonparametric operation research approaches in DEA as well as parametric operation research models such as the deterministic frontier approach (DFA) and thick frontier approach (TFA) will be helpful. In addition, based on the nature of the data, the best preprocessing approach should apply by experts. So, other preprocessing approaches may have a more positive effect on accuracy.
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