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Abstract: In this paper, we propose a field-based network for object detection: Ellipse Field Network (EFN). It is an elegant way to detect the objects that is cluttered and rotated. EFN works with the probability fields which can preserves the information of object distribution in image space during forward propagation. It is for object detection in aerial images, and also work well in natural images detection. The extensive experiments have validated that EFN can work with a light weight model and doesn’t sacrificing performance. We achieve state-of-the-art results in aerial images test, and a good score in natural images.
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1. Introduction

Remote sensing imaging technique has opened a door for people to better understand the earth. In recent years, as the resolution of remote sensing images has increased, remote sensing target detection (e.g., the detection of airplane, ship, oil-pot, etc), has become a research hot-spot[1–5]. Remote sensing target detection has broad applications, such as military investigation, disaster rescue, and urban traffic management. Different from natural images taken from low-altitude perspectives, aerial images are taken with bird views, which implies that objects in aerial images are arbitrary oriented. Moreover, in many circumstances, the background is complex, the targets are densely arranged and vary in shape and orientation. These problems make the target detection of aerial image very challenging.

Traditional methods[2,4,6–8] based on the horizontal region proposals always get an unsatisfactory result because of the mismatches between the Region of Interests (RoIs) and objects. This leads to the common misalignment between the final object classification confidence and localization accuracy. Primitively, rotated anchors have been used to tackle this problem[9,10], but it comes with several times of computational complexity. Subsequently, two-stage approach frameworks[1,11–13] are proposed, it still regresses the horizontal bounding box at first, and then trains a light weight transformer to transform the Horizontal Region of Interest (HRoI) into a Rotated Region of Interest (RRoI).

We start with the structure of the network. The features in deeper layers of a CNN are beneficial for category recognition, but it is not conducive to localizing objects. The pooling layers in CNN preserve the strength information and broaden the receptive field meanwhile loses the location information to a great extent. The relative works[14–17] show that the descriptors have very weak ability to locate the objects relative to the center of the filter. On the other hand, many related works[18–20] shows that learning with segmentation has done a great job. Edges and boundaries are the basic elements that constitute human visual cognition[21,22]. As the feature of semantic segmentation tasks well captures the boundary of an object, segmentation may be helpful for category recognition. Secondly, the ground-truth bounding box of an object is determined by its well-defined boundary. For some objects with a non-rectangle shape (e.g., a slender ship), it will be difficult to predict high IoU locations. As object boundaries can be well encoded in semantic segmentation features, learning with segmentation would be helpful for accurate object localization.
To this end, we propose EFN, a detector with more efficient training method that takes the advantage of preserving location. EFN can be regarded as the supplement and upgrade of traditional semantic segmentation, which has a strong ability of pixel by pixel classification that can get the fine-grained region division. But the problem is that the pixels of same kind are connected, and the classification of each pixel is isolated, so we can not get the overall information of a object, nor the number of object, that is difficult to carry out effective semantic understanding. EFN proposed the concept of "Object Field" which is defined as a probability density function describing the distribution of objects in image space, it is composed of "Center Field" and "Edge Field". Luo et al. [23] shows that the effective receptive field follows the Gaussian distribution. In combination with practical results, we consider that 2D-Gaussian distribution is an appropriate choice for object field [24]. The intensity distribution of the Gaussian distribution is related to the elliptic equation (as shown in Fig. 1(b)), so we call this method Ellipse Field Network (EFN). In addition, we designed a special post-processing for Object Field: Ellipse Region Fitting (ERF), it combine the center field and the edge field, and finally get the ellipse region set of objects. To sum up, our work has several advantages:

- Field-based, preserves the location information.
- Anchor-free, reduces computation cost.
- A robust post-processing makes result more reliable.
- The framework is one-stage, get rotated boxes directly.

**Figure 1. Overall pipeline.** (a) is the input. (b) is the Center Field (top) and Edge Field (bottom). (c) is the post-process by ERF. (d) is the detection result.

### 2. Ellipse Field Network Methodology

Fig. 2 illustrates the EFN architecture. The EFN usually takes 418*418 images as input, so it need to be cropped when the input is high-resolution. The network first process the input image with several convolutional, max pool and concatenate layer. Then, branch into two sibling output layer: one is the Object Field and another is the Edge Field. Each output layer has several channels corresponding to the number of categories. After that, the ERF algorithm will process the output to get the center points and edge points of each object and finally figures out the ellipse. As in (1), we use 5 parameters: $x_0, y_0, a, b$ and $\theta$ to define an ellipse, where the $x_0, y_0$ are the coordinates of the center point of the ellipse, $a, b$ are the semi-major axis and the semi-minor axis, $\theta$ is the angles of rotation. The function $F(x, y; x_0, y_0, a, b, \theta)$ describes the relationship between a point and an ellipse.

$$F(x, y; x_0, y_0, a, b, \theta) = \frac{[\cos \theta \cdot (x - x_0) + \sin \theta \cdot (y - y_0)]^2}{a^2} + \frac{[- \sin \theta \cdot (x - x_0) + \cos \theta \cdot (y - y_0)]^2}{b^2} - 1$$

(1)

**2.1. Center Field**

The Center Field represents the distribution of intensity which describe the distance between the pixels and center point of objects. According to (1), If a pixel is inside of an object or on the edge, $F \leq 0$. 

[Diagram showing the overall pipeline of EFN, with explanations for each component.]
Figure 2. The Model. Our system (1) crops the images into pieces, (2) feed it into the network, (3) output with two-branch: Center Field and Edge Field. (4) Reconstruct the crops using Spray Painting and upsample them using bilinear interpolation. Finally, (5) Ellipse Region Fitting algorithm generate accurate detection results.

Based on that, We define the Center Field intensity $G_{c,p}$ of pixel $(x, y)$ is calculated as in (2), where $\alpha$ is a coefficient we call center field decay index and set the default value 2.5, it determines the decay rate. When objects are densely packed, some points may be in more than one ellipse, we choose the ellipse which has minimum distance with the point. Intensity decays from 1 at the center of an object to $e^{-\alpha}$ at the edge with a certain rate. In areas containing no objects, the intensity is 0. Fig.3(a) shows the intensity distribution.

$$G_{c,p} = \begin{cases} e^{-\alpha F}, & \text{if } F \leq 0 \\ 0, & \text{else} \end{cases}$$

### 2.2. Edge Field

Similarly, the Edge Field represents the distribution of edge intensity which describe the distance between the pixels and edge of objects. According to (1), the sufficient and necessary conditions of the pixels on an edge is $F = 0$. Based on that, We define the Center Field intensity $G_{e,p}$ of pixel $(x, y)$ is calculated as in (3). Theoretically, the edge of an object is an elliptic boundary formed by a sequence of connected pixels. In other words, the edge is pretty slim, which make it difficult for detection. To reduce the impact of that, we define a parameter $\omega$ called edge width to adjust the width of the edges. We set the default value 0.1. The visualization of the edge field is shown in Fig.3(b)

$$G_{e,p} = \begin{cases} 1, & \text{if } |F| < \omega \\ 0, & \text{else} \end{cases}$$

### 2.3. The process of Training

Because the small object is easy to be submerged, we give more weight to small objects. When network is training, We first get the area $A_{obj(p)}$ of the rectangle to which the pixel belongs, and then set the weight according to the reciprocal of the area size, as in (4), where $\epsilon$ is a bias, we set it to 0.1 by default.

$$\lambda_{c,p} = \lambda_{e,p} = \frac{1}{\epsilon + A_{obj(p)}}$$

Finally, the output layer scans the whole output array to determine the distance between each pixel and each ellipse, and then get the loss as in (5). Where $p$ represents the pixel of the images, $v_{c,p}$ and $v_{e,p}$ are the center intensity and edge intensity predicted by the network, $G_{c,p}$ and $G_{e,p}$ are the ground truth. In this way, the impact of object size can be reduced to some extent.
Figure 3. (a) is the visualization of a center intensity in image space. (b) is the visualization of an edge intensity in image space.

\[
\text{Loss}_{\text{CF}} = \sum_p \lambda_{c,p} (v_{c,p} - G_{c,p})^2
\]

\[
\text{Loss}_{\text{EF}} = \sum_p \lambda_{e,p} (v_{e,p} - G_{e,p})^2
\]

\[
\text{Loss} = \text{Loss}_{\text{softmax}} + \text{Loss}_{\text{CF}} + \text{Loss}_{\text{EF}}
\]

3. Post-process

3.1. Spray Painting

Limited by the storage capacity of Memory, the input images cannot be too large. For the high-resolution aerial images, them must be cropped into pieces. There will be a lot of object split in junction when crops. To this end, we use a new method, it takes the advantage of the characteristic of EFN whose outputs are fields. The process of traditional methods can be described as \(\text{NMS} [\bigcup_i (\text{Trans}(\text{nms} (\text{FPN}(\text{crop}_i))))]\), it has high computational complexity and in the margin of patches, incomplete objects maybe missing or repeat. To improve this defect, we propose a unique method for the object field, we call it Spray Painting, the process of our method can be described as \(\text{ERF} (\text{mosaic}_i (\text{EFN}(\text{crop}_i)))\). Fig.4 demonstrate the process. Concretely, we first generate the blocks with overlapped edge which set to 0.2 times the widths of the large image by default. Each junction may be composed by 2-4 cropped images, we use linear weighted algorithm, as in (6), to fuse them. It can get near seamless large image.

\[
f(x, y) = \frac{\sum_i f_i(x, y) e_i(x, y)}{\sum_i e_i(x, y)}
\]

where \(f_i(x, y)\) is the value of field intensity, \(e_i(x, y)\) is the shortest distance from the edge of the point mapped to the i-th cropped image at \((x, y)\) of the large image.

3.2. Ellipse Region Fitting

ERF algorithm is to figure out the parameters of all ellipses according to the Center Field and Edge Field, and describes the output information of network with mathematical language, obtain oriented bounding boxes (see Fig.1(d), it is minimum enclosing rectangle of the ellipse). There are three main steps in this algorithm: acquiring initial center points, acquiring points on the edges, and figuring out the reliable parameters.
Figure 4. (1) is the Spray Painting and (2) is the Ellipse Region Fitting

Figure 5. Solution procedure. (a) approximately demonstrate the way to find the center point of fields. (b) shows two points found by our method, can deduce the rest from this.

The first step is to acquire the initial coordinates of the center points according to the Center Field which represents the object intensity distribution. For each channel, we scan the elements sequentially. As shown in Fig.5(a), if the intensity $v_{c,p} \leq e^{-\alpha}$, we search for the maximum intensity in the eight pixel around the current one. If the maximum intensity is greater than $v_{c,p}$, we keep searching from the new pixel until there is no pixel greater and record its coordinates $(x_c, y_c)$. After the processing of a channel, we get a group of local maximum coordinates of the pixels, which are the initial coordinates of the center points of a category object.

The second step is to acquire the points on the edges. Edge Field represents the edge intensity distribution. We start from the initial center points acquired from first step, producing a ray every three degrees from 0° to 360°. As shown in Fig.5(b), along with the rays, the $v_{c,p}$ jumps somewhere and the $v_{c,p}$ decays from the center point. We start from the center points and scan pixel along with the rays, if the $v_{c,p}$ of a pixel is less than $e^{-\alpha}$, or the $v_{e,p}$ is more than 0.4 greater than that of the prior pixel, we think it is one of the points on the edge. After the processing of each ray, we get 120 points on an edge, and use parametric equations to record these points, as in (7).

\[
\begin{align*}
x_k &= x_c + t_k \cos \beta_k \\
y_k &= y_c + t_k \cos \beta_k
\end{align*}
\]  

(7)

where $t_k$ is the length from the center point to the edge point, $\beta_k = k(\pi/60)$, $k = 0, 1, 2, \ldots, 119$.

The final step is to figure out the parameters. The elliptic equation is nonlinear that contains five parameters, as in (1), requires at least five points to solve. In the former steps, we get 120 edge points for each object. Accordingly, we pick five points and employ the Levenberg-Marquardt (LM) method[25] to figure out the parameters. Since the initial value of the central point is selected by the local maximum of the central field, the deviation will not be large, we set a center constrained condition: $\lambda (x_0^2 + y_0^2) = 0$ ($\lambda$ is a coefficient, we use $\lambda=2000$). The constrained condition and the elliptic function, for each variable to find partial derivative, then we get Jacobian matrix. Generally, the equation established by the edge point with higher strength is more reliable and should be given greater weight, so we use $v_{e,p}$ (the value of edge field) of each edge point to compose a weight diagonal matrix, as in
Based on the above, we get the formula, as in (9). This formula can calculate the correction of five parameters. We can get reliable results by iterative correction within a certain threshold.

\[
\Lambda = \begin{bmatrix}
 v_{e,p_1} & \cdots & v_{e,p_n} \\
 \frac{1}{\pi} \sum_{i=1}^{n} v_{e,p_i}
\end{bmatrix}
\]

\[
\begin{bmatrix}
 \frac{\partial F_1}{\partial a} & \frac{\partial F_1}{\partial b} & \frac{\partial F_1}{\partial x_0} & \frac{\partial F_1}{\partial y_0} & \frac{\partial F_1}{\partial \theta} \\
 \vdots & \vdots & \vdots & \vdots & \vdots \\
 \frac{\partial F_n}{\partial a} & \frac{\partial F_n}{\partial b} & \frac{\partial F_n}{\partial x_0} & \frac{\partial F_n}{\partial y_0} & \frac{\partial F_n}{\partial \theta}
\end{bmatrix}
\cdot
\begin{bmatrix}
 \Delta a \\
 \Delta b \\
 \Delta x_0 \\
 \Delta y_0 \\
 \Delta \theta
\end{bmatrix}
= \Lambda
\cdot
\begin{bmatrix}
 -F_1 \\
 \vdots \\
 -F_n \\
 -\lambda (x_0^2 + y_0^2)
\end{bmatrix}
\]

To improve the fault tolerance, we use the Algorithm 1 to optimize. \(a\) and \(b\) are within a certain range in a specific dataset. Semi-axis, such as the DOTA is (0.001, 0.7), beyond the range is false positive and should be eliminated.

**Algorithm 1**: The process of optimization

**Input**: N Points

**Output**: \((a, b, x_0, y_0, \theta)\)

1. set the parameters: \(\text{count} = 0, \text{max}_\text{inlier} = 0, \xi = 0.05;\)
2. repeat
   3. Randomly choose five from N points;
   4. solve \((a, b, x_0, y_0, \theta)\) with the five points;
   5. figure out the errors \(E_i = \|F_i - 1\|^2\) for N points with Equation;
   6. \(n = \text{The number of errors} E_i \text{ that is less than } \xi;\)
   7. if \(\text{max}_\text{inlier} < n \text{ then } \text{max}_\text{inlier} = n;\)
   8. \(p = \lfloor 1 - \left(\text{max}_\text{inlier}/N\right)^5 \rfloor^t;\)
   9. \(\text{count} = \text{count} + 1;\)
3. until \(p < 0.0001;\)
4. for all inliers, solve \((a, b, x_0, y_0, \theta);\)

### 4. Experiments

Tests are implemented by Darknet[26] on a PC with Nvidia GeForce RTX 2080Ti GPU and 16G memory. We mainly test our method with aerial images in DOTA[5] and HRSC2016[27] as a supplement. To verify the generality of EFN we also test on the natural images in VOC2012[28]. Note the experiments on the VOC2012 are regress with horizontal box and no image crops due to the small size and common perspective. The EFN is orthogonal to specific network backbone, we use U-Net[29] and FCN[30] as backbone for the experiments section.

#### 4.1. Datasets

DOTA[5] is the largest dataset for object detection in aerial images with oriented bounding box annotations. It contains 2806 images with different sizes. There are objects of 15 categories, including Plane, Bridge, Ship, Harbor, Baseball diamond, Ground track field, Small vehicle, Large vehicle, Tennis court, Basketball court, Storage tank, Soccer-ball field, Roundabout, Swimming pool, and Helicopter, containing 188282 annotated instances. The dataset provides the evaluation server. DOTA provides annotation labels in the manner of pixel coordinates of oriented bounding boxes. To make it fit with our method, we convert the original labels to elliptic equation parameters. DOTA has divided all images into a training set (1411 images), validation set (485 images) and testing set (937 images). We crop a
series of $448^2448$ patches from the training set and do limited data augmentation for categories with a small number of samples. Specifically, we do stochastic translation and rotation. Besides, we resize objects according to their sizes, large objects are randomly scaled-down, small objects are randomly scaled up. With all these processes, we obtain 81917 patches for training, which are much less than that in the official baseline implements (150,342 patches). For validation, we also crop the original images into $448^2448$ patches.

High resolution ship collections 2016 (HRSC2016)[27] is a data set used for scientific research, all of the images in HRSC2016 were collected from Google Earth. The ships were annotated with rotated bounding box on three levels including object class, class category and class type. It contains 1061 images and more than 20 categories of ships in various appearances. The image size ranges from 300*300 to 1500*900. The training, validation and test set include 436 images, 181 images and 444 images, respectively.

### 4.2. Implementation details

The visualization of detection results of DOTA and HRSC2016 is shown in Fig. 6 and Fig. 8. Apart from detecting patches, our detector can also obtain accurate detection results in whole images using the spary printing, as is shown in Fig. 7. It indicates that our detector can precisely locate and identify the instances in scenes with ellipses and oriented bounding boxes.

### 4.3. Comparison with the state-of-the-art

Table. 1 shows the comparison of accuracy in DOTA. EFN outperforms the official baseline FR-O[5] by 21.14 points and surpasses all the state-of-the-art methods, which proves that our method is more suitable for oriented object detection in aerial images. We argue that there are two reasons: 1) traditional frameworks first generate proposal boxes, then analyze boxes one by one to discriminate whether a box is correct. It is easy to make wrong discrimination. EFN predicts fields, the intensity of the object region is high while that of the no-object region is low, which is more similar to how the human visual system works. 2) traditional frameworks regress bounding boxes. However, usually objects only occupy small parts of images, which makes these models more nonuniform. Compared to them, EFN can better model the distribution of the objects in aerial images by regressing fields. Although our method was originally designed for aerial image object detection, experiments show that it also works well in conventional images, and can be used in a variety of scenes with great potential. We also make a comparison on memory, as shown in Table. 3. traditional frameworks use deep backbones like ResNet[31] to extract features and rely on pre-trained models. As a consequence, such models are memory-consuming. EFN uses U-Net as backbone, which does not rely on pre-trained model, and have a relatively shallow backbone. So the model much more memory-saving.

Table. 2 shows the comparison of accuracy in HRSC2016. The HRSC2016 contains a lot of thin and long ship instances with arbitrary orientation. Based on our proposed method, the mAP can reach 86.6, which is in line with the current state-of-the-art methods. As the visualization of detection result shows, there are many many ships arrange closely, they are long and narrow, the horizontal rectangles are hard to distinguish. While our EFN can effectively deal with this situation, which proves the strong stability of our method.

### 4.4. Ablation study

In our research, we find that many factors have an impact on the performance of EFN. Here we have ablation studies of various aspects on DOTA. Specifically, we examine the cases of (1) training the models with different input sizes, (2) using different backbones to construct EFN, whether to add batch normalization (BN)[39] after convolutional layers and setting different batch sizes, (3) training the models with different center field decay index $\alpha$ and edge width $\omega$.

Table. 4 shows the accuracy and average testing speed comparison between different input sizes of EFN. Compared to EFN-112 and EFN-224, EFN-448 outperforms them on accuracy to a great extent.
Table 1. Comparison with the state-of-the-art method on DOTA1.0. The short names for categories are defined as: PL-Plane, BD-Baseball diamond, BR-Bridge, GTF-Ground field track, SV-Small vehicle, LV-Large vehicle, SH-Ship, TC-Tennis court, ST-Storage tank, SBF-Soccer-ball field, RA-Roundabout, HB-Harbor, SP-Swimming pool, and HC-Helicopter.

<table>
<thead>
<tr>
<th>method</th>
<th>mAP</th>
<th>PL</th>
<th>BD</th>
<th>BR</th>
<th>GTF</th>
<th>SV</th>
<th>LV</th>
<th>SH</th>
<th>TC</th>
<th>BC</th>
<th>ST</th>
<th>SVB</th>
<th>RA</th>
<th>HB</th>
<th>SP</th>
<th>HC</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR-O [5]</td>
<td>54.13</td>
<td>79.42</td>
<td>77.13</td>
<td>64.05</td>
<td>35.30</td>
<td>38.02</td>
<td>37.16</td>
<td>89.41</td>
<td>69.64</td>
<td>59.28</td>
<td>50.30</td>
<td>52.91</td>
<td>47.89</td>
<td>47.40</td>
<td>46.30</td>
<td></td>
</tr>
<tr>
<td>RRPN [32]</td>
<td>61.01</td>
<td>80.94</td>
<td>75.34</td>
<td>67.44</td>
<td>59.92</td>
<td>50.91</td>
<td>55.81</td>
<td>90.81</td>
<td>66.92</td>
<td>55.06</td>
<td>52.23</td>
<td>55.14</td>
<td>43.53</td>
<td>48.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R2CNN [33]</td>
<td>60.67</td>
<td>88.52</td>
<td>71.20</td>
<td>31.66</td>
<td>59.30</td>
<td>51.85</td>
<td>56.19</td>
<td>90.81</td>
<td>72.84</td>
<td>67.38</td>
<td>56.69</td>
<td>52.98</td>
<td>50.38</td>
<td>51.94</td>
<td>53.58</td>
<td></td>
</tr>
<tr>
<td>R-DFPN [34]</td>
<td>57.94</td>
<td>80.92</td>
<td>65.82</td>
<td>33.77</td>
<td>58.94</td>
<td>55.77</td>
<td>50.94</td>
<td>54.78</td>
<td>90.33</td>
<td>66.34</td>
<td>68.66</td>
<td>47.83</td>
<td>51.76</td>
<td>51.32</td>
<td>53.88</td>
<td></td>
</tr>
<tr>
<td>DFPN [35]</td>
<td>62.29</td>
<td>81.25</td>
<td>71.41</td>
<td>36.53</td>
<td>67.44</td>
<td>61.16</td>
<td>50.91</td>
<td>56.60</td>
<td>90.67</td>
<td>68.09</td>
<td>72.39</td>
<td>55.06</td>
<td>55.60</td>
<td>62.44</td>
<td>53.35</td>
<td></td>
</tr>
<tr>
<td>LR-O [12]</td>
<td>58.31</td>
<td>81.06</td>
<td>76.81</td>
<td>27.22</td>
<td>69.75</td>
<td>38.99</td>
<td>39.07</td>
<td>38.30</td>
<td>89.97</td>
<td>75.53</td>
<td>65.74</td>
<td>56.57</td>
<td>51.76</td>
<td>56.86</td>
<td>44.46</td>
<td></td>
</tr>
<tr>
<td>LROFPN [12]</td>
<td>66.90</td>
<td>88.02</td>
<td>76.99</td>
<td>36.70</td>
<td>72.54</td>
<td>70.15</td>
<td>61.79</td>
<td>75.77</td>
<td>90.14</td>
<td>73.81</td>
<td>85.04</td>
<td>56.57</td>
<td>62.63</td>
<td>53.30</td>
<td>59.54</td>
<td></td>
</tr>
<tr>
<td>DPSRP [12]</td>
<td>63.89</td>
<td>81.18</td>
<td>77.42</td>
<td>35.48</td>
<td>70.41</td>
<td>56.74</td>
<td>50.42</td>
<td>53.56</td>
<td>89.97</td>
<td>79.68</td>
<td>76.48</td>
<td>59.94</td>
<td>53.34</td>
<td>64.04</td>
<td>47.76</td>
<td></td>
</tr>
<tr>
<td>RT [12]</td>
<td>67.74</td>
<td>88.53</td>
<td>77.91</td>
<td>37.63</td>
<td>74.08</td>
<td>66.53</td>
<td>62.97</td>
<td>66.57</td>
<td>90.50</td>
<td>79.46</td>
<td>76.75</td>
<td>59.04</td>
<td>56.73</td>
<td>62.54</td>
<td>51.93</td>
<td></td>
</tr>
<tr>
<td>RT-FPN [12]</td>
<td>69.56</td>
<td>88.64</td>
<td>78.52</td>
<td>43.44</td>
<td>75.92</td>
<td>68.38</td>
<td>73.80</td>
<td>81.46</td>
<td>58.39</td>
<td>53.34</td>
<td>68.24</td>
<td>58.93</td>
<td>47.67</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCRDet[13]</td>
<td>72.61</td>
<td>94.44</td>
<td>80.65</td>
<td>52.09</td>
<td>68.36</td>
<td>68.36</td>
<td>60.32</td>
<td>72.41</td>
<td>90.85</td>
<td>87.94</td>
<td>86.85</td>
<td>60.02</td>
<td>66.68</td>
<td>62.25</td>
<td>65.21</td>
<td></td>
</tr>
<tr>
<td>EFN</td>
<td>75.27</td>
<td>93.44</td>
<td>76.38</td>
<td>37.05</td>
<td>78.47</td>
<td>88.75</td>
<td>89.96</td>
<td>90.58</td>
<td>90.91</td>
<td>94.89</td>
<td>78.02</td>
<td>63.87</td>
<td>57.41</td>
<td>40.73</td>
<td>95.49</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Comparisons with the state-of-the-art methods on HRSC2016.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EFN</td>
<td>75.27</td>
<td>55.7</td>
<td>69.6</td>
<td>75.7</td>
<td>75.7</td>
<td>79.6</td>
<td>84.3</td>
<td>86.2</td>
<td>86.6</td>
</tr>
</tbody>
</table>

EFN-576 achieves higher mAP, but the promotion is modest and the testing speed is much lower. Therefore, we think that setting the input size to 448*448 is most appropriate.

We choose two backbones, the FCN[30] and the U-Net. Based on the U-Net, we train eight models using different batch sizes, four with BN and four without BN. The comparison is displayed in Table 5.

From the table, we can see that the U-Net achieves higher mAP. The FCN is a sequential architecture while there is a connection between encoder and decoder in the U-Net, such connection ensures that the gradient information can be passed directly to the upper layers, which helps the gradients propagate and improves the network’s performance. Though the performance of the FCN backbone is inferior to the U-Net, it outperforms many prior works. This indicates that the EFN is compatible with different backbones and improve detection performance.

The U-Net with BN performs better than without that, for BN can reduce overfitting, avoid gradient vanishing and accelerate training. To a certain extent, larger batch size results in better performance but consumes more memory. Further experiments find that training with small batch size in the preliminary phase then with larger batch size later is an effective strategy. The small batch size makes for faster convergence while the larger batch size makes for fine optimization.

There are two important parameters in the training phase, center field decay index $\alpha$ and edge width $\omega$. The two parameters have significant impacts on the performance. To find out the best values, we train models with a set of values. Table 6 shows the comparison of models trained with different $\alpha$ and $\omega$. Both of them should be set to appropriate values. If the value of $\alpha$ is too low, the CF decays suddenly from center to edge, which may cause the wrong object center found in the ERF. The too-high value of $\alpha$ makes the CF decays rapidly, leading to difficulty for detecting object center. A low value of $\omega$ may make the EF inconspicuous. In this case, the detection of points on edge will be inaccurate and some points may be left out. A high value of $\omega$ may cause edge overlap of adjacent objects, which will make the detection more difficult.

Table 3. Comparison on memory.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>mAP</th>
<th>Param</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR-O [12]</td>
<td>ResNet101</td>
<td>58.3</td>
<td>273MB</td>
</tr>
<tr>
<td>DPSRP [12]</td>
<td>ResNet101</td>
<td>63.89</td>
<td>273.2MB</td>
</tr>
<tr>
<td>EFN</td>
<td>U-Net</td>
<td>75.27</td>
<td>73MB</td>
</tr>
</tbody>
</table>
Table 4. Accuracy and average testing speed comparison between different input sizes of EFN.

<table>
<thead>
<tr>
<th>Input size</th>
<th>mAP</th>
<th>EFN</th>
<th>ERF</th>
<th>Testing speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFN-112</td>
<td>71.63</td>
<td>2ms</td>
<td>32ms</td>
<td>34ms</td>
</tr>
<tr>
<td>EFN-224</td>
<td>75.18</td>
<td>9ms</td>
<td>83ms</td>
<td>92ms</td>
</tr>
<tr>
<td>EFN-448</td>
<td>75.27</td>
<td>39ms</td>
<td>204ms</td>
<td>243ms</td>
</tr>
<tr>
<td>EFN-576</td>
<td>75.30</td>
<td>68ms</td>
<td>374ms</td>
<td>442ms</td>
</tr>
</tbody>
</table>

Table 5. Comparison of models trained with different configures. All the models are trained with input size 224*224. "√" means adding batch normalization after convolutional layers.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>W/BN</th>
<th>Batch size</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCN</td>
<td>√</td>
<td>64</td>
<td>74.74</td>
</tr>
<tr>
<td>√</td>
<td>64</td>
<td>75.18</td>
<td></td>
</tr>
<tr>
<td>√</td>
<td>16</td>
<td>75.05</td>
<td></td>
</tr>
<tr>
<td>√</td>
<td>8</td>
<td>75.12</td>
<td></td>
</tr>
<tr>
<td>√</td>
<td>4</td>
<td>74.97</td>
<td></td>
</tr>
<tr>
<td>√</td>
<td>64</td>
<td>74.48</td>
<td></td>
</tr>
<tr>
<td>√</td>
<td>16</td>
<td>74.56</td>
<td></td>
</tr>
<tr>
<td>√</td>
<td>8</td>
<td>74.76</td>
<td></td>
</tr>
<tr>
<td>√</td>
<td>4</td>
<td>74.52</td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Comparison of models trained with different α and ω. All the models are trained with input size of 224*224. The batch size is set to 64.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>α</th>
<th>ω</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCN</td>
<td>2.5</td>
<td>0.1</td>
<td>74.74</td>
</tr>
<tr>
<td>2.5</td>
<td>0.1</td>
<td>75.18</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.1</td>
<td>72.02</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>72.23</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>0.3</td>
<td>75.16</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>0.05</td>
<td>74.83</td>
<td></td>
</tr>
</tbody>
</table>

4.5. Experiments on Natural Images

To verify the universality of our model, we further test the proposed techniques on generic datasets: PASCAL VOC 2012 challenge[28]. We use VOC2007 train+val+test sets (9963 images) and VOC2012 train+val sets (11540 images) train the network and then use the VOC2012 test sets to test. Unlike the aerial images, the images of VOC are in the low altitude perspective and low resolution, we no longer crop the images and predict the angle of the object. In other words, we only predict four parameters, redefine $\theta = 0$, as shown in (10). Table. 7 shows the results. We achieve 84.7% mAP. The visualization of detection results is shown in Fig. 9. Compare to the state-of-the-art methods, EFN which specialize in different application scenarios still gets a not bad scores.

$$F(x, y; x_0, y_0, a, b) = \frac{(x - x_0)^2}{a^2} + \frac{(y - y_0)^2}{b^2} - 1$$ (10)

5. Conclusion

In this paper, we proposed a novel method for detecting objects in aerial images. Unlike typical region proposal method, We introduced the concept of field into networks. We remodel a common network to calculate Center Field and Edge Field, and use the robust Ellipse Region Fitting algorithm to identify object precisely. Only the first step is related to the learning data, the second step can be applied to any target, which greatly reduces the difficulty of network training. Experiments on the
Figure 6. Visualization of detection results in patches of the DOTA testing set. From top to bottom are two groups of detection results, center fields and edge fields. For the images with multiple categories which correspond to several object fields, we only demonstrate one of them.

Figure 7. Detection results in whole images of DOTA testing set. All of them have high resolution and cover a large area.

Figure 8. Visualization of detection results from EFN in HRSC2016.
Figure 9. Visualization of detection results in patches of the PASCAL VOC testing set. From top to bottom are two groups of detection results, center fields and edge fields. For the images with multiple categories which correspond to several object fields, we only demonstrate one of them.

Table 7. Comparison with prior works on VOC2012, all methods are trained on VOC 2007 and VOC 2012 trainval sets plus VOC 2007 test set, and tested on VOC 2012 test set.
DOTA and HRSC2016 dataset shows that EFN outperforms many prior methods both on speed and accuracy. And our test on VOC2012 verify the generality of our techniques. Besides, we do ablation studies, discuss how different factors influence the performance of EFN and find out an appropriate way to train it. In the future, we will do more research on EFN and continuously improve our method.
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