Research and Implementation of Hybrid Intelligent Wargame Based on Prior Knowledge-DQN Algorithm
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Abstract: The reinforcement learning problem of complex action control in the Multi-player wargame is a hot research topic in recent years. In this paper, a game system based on turn-based confrontation is designed and implemented with the state-of-the-art deep reinforcement learning models. Specifically, we first design a Q-learning algorithm to achieve intelligent decision-making, which is based on the DQN (Deep Q Network) to model the complex game behavior. Then, a priori-knowledge based algorithm PK-DQN (Prior Knowledge-Deep Q Network) is introduced to improve the DQN algorithm, which accelerates the convergence speed and stability of the algorithm. The experiments demonstrate, the correctness of the PK-DQN algorithm is validated and its performance surpass the conventional DQN algorithm. Furthermore, the PK-DQN algorithm shows effectiveness in defeating the high level of rule-based opponents, which provides promising results for the exploration of the field of smart chess and intelligent game deduction.
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1. Introduction

AlphaGo defeated world go champion Lee in 2016, which caused a new upsurge of AI, especially in the field of game AI. The goal of game AI is not only to let machines play games, but also to simulate the real-world operation through game simulation environment [1]. AI researchers can conduct experiments in games and transfer successful AI capabilities to the real world applications. Although AlphaGo is a milestone of the goal of general artificial intelligence, in general, the problems it represents are still relatively simple compared with the real world [2]. Therefore, in recent years, researchers have focused on the real-time strategy (RTS) games [3][4][5][6], such as Defence of the Ancients (Dota) [7] and StarCraft[8][9], which represent the dynamic game of asymmetric information beyond the Go game.

To master RTS games, players need to have strong skills in both macro strategic operation and micro execution. In recent studies, micro level implementation has received extensive attention and attempts [10] [11]. So far, OpenAI has made the latest progress in using Dota2 AI (OpenAI Five) developed by reinforcement learning. OpenAI Five is directly trained in micro level action space, using near end strategy optimization algorithm and team reward [12]. OpenAI Five showed more
powerful team fighting skills and coordination ability than top professional dota2 team in 2018 international competition [7]. OpenAI approach does not explicitly model macro strategies, but attempts to use micro level game to learn the whole game. However, due to the weakness of AI's macro strategic decision-making ability, OpenAI Five failed to beat the professional teams [13] [14]. Although some achievements have been made in RTS games, there are still many difficulties in both OpenAI’s game AI on DOTA and Deepmind’s game AI on StarCraft [15] [16] [17].

On the other hand, a few scholars have studied war chess deduction. Round-robin confrontation is closer to the AI achieved by AlphaGo, and it is easier to solve the problems of micro-strategy modeling and macro-strategy modeling, so it is easier to achieve the AI expected by AlphaGo than RTS games [18] [19] [20] [21].

On this basis, we developed an intelligent game simulation environment, and verified its feasibility through simulated experiments, where a series of basic functional interfaces can be configured to realize the confrontation of different types of operators on different maps. Secondly, this paper uses this platform to verify the feasibility of DQN algorithm in the field of wargames. The DQN algorithm model combined with prior knowledge (PK-DQN) is established, and the DQN algorithm is optimized to realize PK-DQN algorithm. Compared with DQN algorithm, the PK-DQN algorithm has better convergence effect and more stable, and has a higher winning rate in the intelligent war game simulation environment. Finally, via simulations, the PK-DQN algorithm is proved to be able to defeat the high-level rule-based opponents, which provide an important foundation work for further exploration of deep reinforcement learning in turn-based games.

2. Intelligent decision-making model of tactical chess based on Q-Learning

Through in-depth analysis of the Q-learning method, the intelligent decision-making model of tactical wargame based on Q-Learning is initially implemented to provide basis for the construction of intelligent wargames.

(1) The principles of the Q-learning

Creating a table where you can calculate the expectation of the maximum future reward for each action in each state. Based on this table, we can calculate the best action for each state. Each state (square) allows seven possible operations: East, West, Northeast, Northwest, Southeast, Southwest, and Still; 0 represents an impossible movement.

![Figure 1. Schematic diagram of operator movement](image-url)
During the calculation, we can convert the grid into a table.

**Figure 2.** Transformation of q-table

This form is called q-table (Q stands for the "mass" of the action). Each column will represent seven operations (East, West, Northeast, Northwest, Southeast, Southwest, and Stationary), with rows representing states. The value in each cell represents the maximum future reward expectation for a given state and a corresponding action. The score of each q-table will represent the maximum expectation of future reward obtained by taking corresponding actions under the given optimal strategy. Each value in the q-table is obtained using the Q-learning algorithm.

The action value function (or Q function) has two inputs: state and action. It will return for future reward expectations for performing the action in that state.

\[
Q_x(s, a) = E_x[r_t + 1 + \gamma r_{t+1} + 2\gamma r_{t+2} + 3 + ... | A_x = a, S_x = s]
\]

The general idea of intelligent decision-making modeling of tactical chess based on Q-Learning is described above, but there are still significant problems in using the algorithm of Q-learning to build intelligent chess. Although Q-learning method can provide basic ideas for the construction of intelligent wargame, the traditional table form stores state and corresponding Q-value to find the best executive action. But in the case of too complex state, the computer memory is limited, it is difficult to achieve all storage, and it is also time-consuming work to search all tables. Therefore, this paper further considers whether the improved DQN algorithm can be used to realize the behavior decision-making modeling of intelligent wargame.

(2) DQN based behavior decision-making model of intelligent wargames

In this paper, we adopted the Q-learning to find big problems in the process by using the DQN algorithm to realize the behavior decision-making modeling for intelligent wargames. After analyzing DQN algorithm and building the intelligent wargame model of DQN algorithm, we successfully implemented the intelligent wargame based on the DQN algorithm.

DQN is an intelligent algorithm which combines deep learning and reinforcement learning. It mainly uses deep learning to take the state and action as the input value of neural network. After the analysis of neural network, it gets the Q-value, so it is unnecessary to record the Q-value in the table, and directly use a neural network to generate the Q-value. Then, using the correct Q value provided by reinforcement learning and the Q-value to calculate the loss function, so as to improve the network weight of deep learning models. According to the output action value of the neural networks and the principle of Q-learning, the method directly selects the action with the maximum value as the next action to be done. It integrates the neural network and Q-learning method, namely the DQN (deep-q network) algorithm.
The algorithm is as follows:

**Algorithm 1: Deep Q-learning with experience in reply.**

1. Initialize reply memory $D$ to capacity $N$
2. Initialize action-value function $Q$ with random weights $\theta$
3. Initialize target action-value function $Q$ with weights $\theta^- = \theta$
4. For episode $= 1, M$
   - Initialize sequence $s_1 = \{x_1\}$ and preprocessed sequence $\phi_1 = \phi(s_1)$
   - For $t = 1, T$
     - With probability $\varepsilon$ select a random action $a_t$
     - Otherwise select $a_t = \text{argmax}_a Q(\phi(s_t), a; \theta)$
     - Execute action $a_t$ in emulator and observe reward $r_t$ and image $x_{t+1}$
     - Set $s_{t+1} = s_t, a_t, x_{t+1}$ and preprocess $\phi_{t+1} = \phi(s_{t+1})$
     - Store transition $(\phi_t, a_t, r_t, \phi_{t+1})$ in $D$
   - Sample random minibatch of transitions $(\phi_j, a_j, r_j, \phi_{j+1})$ from $D$
   - Set $y_j = \begin{cases} r_j, & \text{if episode terminates at step } j + 1 \\ r_j + \gamma \text{max}_{a'} Q(\phi_{j+1}, a'; \theta^-), & \text{otherwise} \end{cases}$
   - Perform a gradient descent step on $(y_j - Q(\phi_j, a_j; \theta))^2$ with respect to the network parameter $\theta$
   - Every $c$ steps reset $\bar{Q} = Q$
In this paper, we utilize the DQN algorithm to implement the operator’s action selection, which is to set an RL_Brain to select actions. RL_Brain is a brain that deduces relative to the entire Smart Warfare game. It is set up as a two-layer network, with ten neurons in one layer and the ability to output actions. The action selection of the red side obtains the XY coordinates of the rank of the red side, which is then passed into the observation as an observation input array. RL_Brain trained neural network selects the maximum Q-value action, decides the output state action space value, calls the corresponding movement function or shooting function after determining the value, and then determines the next action.

**Figure 4. DQN Algorithm**

3. **Construction of Intelligent Chess Model Based on PK-DQN Algorithm**

How to effectively make, evaluate and choose the action plan is a challenging problem that restricts the intelligent decision system to enter the practical application. To solve this problem by traditional methods, it is necessary to model the environment and rules reasonably. However, in many aspects of modeling, human subjective factors are inevitably introduced, which greatly reduces the accuracy and rationality of the final decision-making scheme. Therefore, we break through the traditional method of action plan reasoning based on model knowledge, and explore the technical solution combining the experience judgment and intuitive reasoning that fit the decision-making thinking of commanders.

As one of the methods to solve sequential decision making, reinforcement learning (RL) has been predominantly combined with deep learning in the field of artificial intelligence in recent years, which has achieved remarkable results and become a representative machine learning method to break through cognitive intelligence. This mechanisms and methods of reinforcement learning can
be used as the key technology of simulation, deduction and evaluation of the scheme, because it accords with the decision-making thinking mode of commanders for complex combat problems.

This paper introduces DQN algorithm in reinforcement learning for intelligent Red and Blue Army in military chess deduction. Red AI is built with DQN algorithm, Blue AI is built with rules. Red operator based on DQN algorithm is trained with rules-based blue algorithm through red-blue game, which provides more realistic simulation scenarios and solves battle tactics. The practical problem of low AI level in military chess deduction assists command and decision makers in accurately understanding, rational thinking and quick decision-making of battlefield situation. Based on the analysis of state space and action space of chess deduction, the feasibility study is carried out by using DQN algorithm of reinforcement learning. The state space of chess deduction can be defined as position coordinates X and Y, and the real-time state (maneuver, concealment, design) of operators can form the state space of chess deduction. The action space of chess deduction can also be defined as specific and limited operation. Therefore, this section first describes the design of smart chess system, then presents the expert knowledge model in the field of dispatching chess, and builds the action strategy model based on DQN algorithm, and finally establishes the process model of integrating prior knowledge with DQN algorithm i.e., the PK-DQN algorithm.

4.1 Design of intelligent wargame system

The red square operator of the whole intelligent wargame system inputs at a certain time (maneuver, concealment, design) and XY coordinate, while the terrain reads the excel table within the engagement range, and the terrain hexagon lattice mainly includes high-level and label. The whole deduction environment is based on this system setting.

The whole game environment is mainly composed of four modules, including learning module, simulation environment module, distribution module and memory module. The relationships among the modules are shown in the following Fig.6:

![Diagram](image.png)

Figure 6. AI Server implements how the AI model interacts with the environment. The Dispatch Module is a station for sample collection, compression and transmission. The Memory Pool is the data storage module, which provides training instances for the RL Learner. Note that these modules are decoupled and can be flexibly configured, so that our researchers can focus on the algorithm design.
and the logic of the environment. Such a system design is also applicable to other multi-agent competitive problems. The details of these modules are provided as follows:

**Learning module:** Learning module is the core part of intelligent algorithm. By calling status, action, return value and next step status in batch size, neural network parameters are constantly updated. In order to reduce the cost function value efficiently, the learning module and memory module use a memory structure together. The trained model synchronizes to the deduction environment module in the form of point-to-point quickly, and then realizes the selection of the model of the action.

**Deduction environment module:** The deduction environment module consists of the interaction between the deduction environment and AI model, as well as the basic functions of defining the whole deduction environment. The functions comprise judging the winning conditions, checking the number of rounds, reading in the deduction scenario, etc. Save the basic parameters related to the deduction, including both sides score, both sides kill number, both sides survival number and both sides win number. The whole environment generates a confrontation environment of red side and blue side, and sets a clear number of rounds, which enables playing a game within the number of rounds.

**Allocation module:** The allocation module is responsible for collecting the sample data obtained from each step from the deduction environment module, including the current status, return value, action and next step status, and passing the collected data into the memory module in the form of array.

**Memory module:** Memory module is a part of memory space, which is used to set the size of memory space, and then transfer the allocated array data into and store them in turn. When the storage space is larger than the memory space, the data before is removed, and the data of batch size are also extracted to the learning module to update the strategic network, so as to reduce the loss function.

### 4.2 Prior knowledge of intelligent wargame

In this paper, it is found in the training process of intelligent wargame that only relying on DQN algorithm for training; there is a large randomness for the cold start of the start, and the overall convergence speed is slow. Therefore, this paper considers introducing the concept of prior knowledge. By adding prior knowledge to the process of action selection, it can prevent the algorithm from falling into local optimum, reduce invalid exploration and improve the learning efficiency of the algorithm. Priori knowledge considered in this paper is divided into two parts. The first part is the basic function realization of intelligent wargame, including the basic definition of wargame action. Another part is the prior knowledge based on the experience of domain experts, which can accelerate the convergence of the training process.

#### 4.2.1 Prior knowledge of basic functions of wargame

The design of intelligent wargame must be based on the corresponding basic functions. Through invoking of basic functions, the algorithm of intelligent wargame can be realized, and finally the establishment of intelligent engine can be realized. Its main functions are as follows:

1. **Move function**
Initialize the starting position, assign the value in the scenario, calculate the X, Y coordinates of each operator, obtain the coordinates of the surrounding hexagonal lattice, and then select a coordinate to assign the value in the acquired hexagonal lattice coordinates, and then move the coordinates, including the East, West, Northeast, Northwest, Southeast, Southwest six directions.

(2) Integral function of shooting reward
Shoot the enemy operator, obtain the coordinates of the enemy operator, and then judge whether the enemy operator exists after shooting. If it exists and the coordinates correspond to the coordinates of the enemy operator, the corresponding reward score will be obtained, otherwise, no score will be obtained.

(3) Shooting function
Obtain the coordinate position of the operator, judge whether the enemy operator can be observed by calling the visual function, if the observed distance can be shot, set the strike effect according to the enemy and distance.

(4) Get adjacent coordinate function
Input the X and Y coordinate of the operator to represent the coordinates of the hexagonal lattice, and output the list to represent the coordinates of the surrounding hexagonal lattice in the form of a list.

(5) Query the distance between two hexagonal lattices
Input X0, Y0, X1, Y1 as the coordinates of int, indicating the coordinates of the hexagon lattice at the beginning and the hexagon lattice at the end, and output as the distance between the two hexagon lattice.

(6) Get operator state information function
The current coordinates of the operator and the maneuvering state of the turn are obtained by the function.

(7) Check whether the operator can observe the opposite operator
Input the state information of the opposite operator, observe that the output of the opposite operator is true, but not false.

The rule of the whole intelligent wargame is that red and blue fight each other, and the operators of both sides can move, hide, direct aim and indirect aim. In this way, mobile means to input X and Y coordinates, which represent the coordinates of adjacent hexagons, output effect, and move the operators. ‘Hide’ means to ensure that the operators enter the concealed state, which is not conducive to being attacked. The direct aim is to input enemy operators, output phase Should shoot effect, shoot enemy operator; input X, Y represents target hexagonal grid coordinate, output effect, indirect aim target hexagonal grid.

4.2.2 Prior knowledge of domain experts
This paper designs the prior knowledge of the experts in the field of intelligent wargame, which mainly includes the moving strategy and shooting strategy of the intelligent wargame operators. At the same time, this paper also constructs the sub strategy of the professional players in the process of the competition based on the data of the wargame competition, forms a static comprehensive potential energy table, and realizes the prior knowledge of the experts in the field through the full simulation, combining the prior knowledge of the experts in the field with DQN calculation Method.
to accelerate the convergence of loss function. The designed operator action strategy based on prior knowledge of domain experts is shown in Fig. 7:

Figure 7. Flowchart of Domain Expert Knowledge

First, read the location, terrain and contention point information of both sides. Then, taking the point of contention as the center, the coordinates around the point that can maneuver to the control point in a round are calculated, and the coordinate list is stored. Determine whether the current coordinates of the operator are in this list. If so, the shortest path of the computer movement, the soldier moves 1 grid along the path to the point of contention. Judge whether the opponent’s algorithm can be observed, and if so, prepare for long-range shooting. Then judge whether it meets
the shooting conditions. If so, it will strike the enemy’s current coordinates. If not, judge whether the comprehensive potential energy table has been calculated. If not, according to the maneuverable range and the comprehensive potential energy of the coordinates within the moving range of the computer, move to the maximum potential energy coordinate. If the potential energy is in the same direction, the killing potential energy is compared, and then the maneuver path from the current coordinate to the coordinate a is generated, which is called repeatedly. Finally, the turn ends when it reaches the end of the path sequence and moves to the next coordinate of the path sequence.

4.3 Action strategy based on DQN algorithm

(1) Policy space description

In order to realize the intelligent wargame based on DQN algorithm, the description of operator’s state space and action space should be made clear. The state space mainly includes the X and y position coordinates of the deduction scenario, and the number of values is 30 * 30. The action parameters of the operator mainly include maneuver, shooting and concealment, as shown in Table 1.

<table>
<thead>
<tr>
<th>State parameters</th>
<th>Position coordinate X</th>
<th>Position coordinate y</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Number of values</td>
<td>30</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 1. State space description of tactical command decision

<table>
<thead>
<tr>
<th>Action parameters</th>
<th>Move (Six corners)</th>
<th>Shooting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Number of values</td>
<td>7</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2. Description of tactical action space

Among them, the maneuverable directions of the operator are 7 states of East, West, northeast, northwest, Southeast, southwest and static, which are defined as 0 ~ 6 respectively, t, as shown in Table 2. The firing states of the operator in one cell are shooting, not shooting and concealing.

(2) Reward function design

The reward function is mainly divided into distance reward and shooting reward. Distance reward is used to obtain R1 reward values for the winning control point. The European distance between the route selection operator and the winning control point is set as the greater the European distance from the winning control point, the lower the reward value. If the winning control point is obtained, the return value is set as a larger value. Finally, the observation values x, y coordinates, actions and return values of each step are stored in the transition for later recall study.

\[ \text{reward} = \text{reward} - \text{distance}^2 \]
If the shooting reward is to shoot and hit the enemy operator, RI rewards will be given, otherwise no reward value will be given.

(3) Path planning

According to path planning set by reward, the shortest distance from the control point will be automatically found. In the early stage of training, the path selection will appear in the repeated movement of a point, but in the late stage of training, we will see the red square operator and gradually find the closest distance to the control point. As shown in the figure below, the red line behind the red square operator is the trajectory of the operator’s movement. The operator has learned that the best way to reach a hold point.

(4) Shooting

In this paper, the reward value is to define the effect of shooting. Due to the large shooting space, the training convergence will be too slow. Therefore, for the shooting part, the shooting rules are integrated to speed up the convergence of the training. The shooting rules mainly include two ideas: whether it can be intervisibility, and if it can be intervisibility, direct shooting. Another idea is to judge the distance between all operators of both sides and calculate the nearest distance between them. According to the actual combat operation of professional players, when the distance between operators is 12, the shooting effect is the best. Therefore, 12 is taken as the mark point. If the distance is greater than 12, the operator moves towards the winning control point continuously. If the distance between operators of both sides is less than or equal to 12, and an enemy operator remains still, the state can be used for shooting, otherwise the operator moves to the nearest distance of the control point and fire.

4.4 DQN algorithm model combined with prior knowledge

According to the introduction of prior knowledge, this paper defines the prior knowledge as follows:

(1) Let the state sequence of DQN algorithm be $S$, and its formula be:
$$S = [s_1, s_2, s_3, ..., s_i, i = 1, 2, 3...$$

(2) Set the action sequence as $A$, and its formula is:
$$A = [a_1, a_2, a_3, ..., a_i, i = 1, 2, 3...$$

(3) Let the characteristic state sequence of prior knowledge strategy be $P$, and its formula be:
$$P = [p_1, p_2, p_3, ..., p_i, i = 1, 2, 3...$$

When the characteristic state $p_i$ appears, the optimal action selection is $a^*$, then the state is set as the characteristic state $p^*$. The mapping relation $p^* \rightarrow a^*$ between the characteristic state and the optimal action is established. The rules formed by this mapping relationship are called prior knowledge. Among them, the state sequence $S$ is the input of the algorithm, the characteristic state $P$ may be the input of the algorithm or other signals, and the characteristic state and the state sequence satisfy $P \cap S = \emptyset$.

(4) According to the concept of Q value in DQN algorithm, the prior Q value vector is defined as $Q_{p}$, and the $Q_{p}$ formula is
Where \( Q_{pa_i} \) is the prior \( Q \) value of action \( a_i \), \( 0 < Q_{pa_i} < 1 \), and vector \( Q_p \) is the set of prior \( Q \) values of all actions when the prior knowledge is known.

(5) Because there are many factors that affect the result of decision-making, and the prior knowledge has only partial influence on the decision-making of action selection, therefore, the influence of prior knowledge on action selection is not completely determined. According to the influence degree of prior knowledge on action selection, this paper sets \( \mu \) as the influence degree of prior knowledge on action selection. When the feature state \( p^* \) appears and the prior knowledge is completely related to the selection action \( a^* \), \( \mu = 1 \). \( 0 < \mu \leq 1 \), there is no prior knowledge that has no effect on action selection.

(6) According to the above definition, after the prior knowledge is added, the final action selection \( Q \) value is \( Q_f \). first normalize \( Q \), then calculate \( Q_f \), and the \( Q_f \) calculation formula is:

\[
Q_f = \mu Q_p + (1 - \mu) Q \quad (14)
\]

Where \( Q \) is the \( Q \) value vector selected by DQN algorithm according to the action estimated by the current state. When the characteristic state \( p^* \) appears, the \( Q_f \) value of each action is calculated according to formula 14, and the action is directly selected according to the maximum \( Q_f \) value; when the characteristic state \( p \) does not appear, the \( Q \) value of the action is estimated according to DQN algorithm, and then the action is selected according to the \( \varepsilon \)-greedy rule. There are three main advantages: firstly, by introducing prior knowledge, when the feature state \( p^* \) is detected, it can affect the action selection process according to the prior knowledge \( p^* \rightarrow a^* \), reducing unnecessary exploration; second, the introduction of prior knowledge does not affect the training process of the algorithm; finally, when there is no feature state, it can judge the action selection through the algorithm to fully explore the state space. The introduction process of prior knowledge is shown in the Fig.8.

By introducing prior knowledge and intervening in the action selection process of DQN algorithm, valuable information can be fully used during algorithm training. Prior knowledge such as domain expert knowledge, feature signal and classification feature can be added to algorithm training, so that the improved model can effectively avoid invalid exploration. The improved algorithm improves the convergence speed and accuracy of the algorithm, which can effectively
improve the training efficiency and save the training cost. During the training process, PK-DQN algorithm selects actions and controls the action selection process according to whether there is a characteristic state. According to the definition of prior knowledge, priori Q value and $\mu$ in the above formula, the priori knowledge is introduced into DQN algorithm to build PK-DQN algorithm, and PK-DQN algorithm is shown in the Fig.9.

![Figure 9. DQN algorithm model combined with prior knowledge](image)

**Algorithm:** Prior Knowledge-Deep Q Network (PK-DQN) is combined with prior knowledge.

**Input:** state $s$, output: Q neural network weight.

**Step 1:** Initialize experience value d with capacity n

**Step 2:** Initialize $Q$ neural network and set the random weight as $\theta$;

**Step 3:** At the beginning of iteration $t = 1$, input the initial state $s_1$;

**Step 4:** If the characteristic state $p^*$ appears, calculate the $Q_F$ value from the formula, and select the action $a^*$ with the largest $Q_F$ value to output; otherwise, output the action $a_t$ according to the $\varepsilon$-greedy rule;

**Step 5:** Executes action $a^*$ or $a_t$;

**Step 6:** Obtains the feedback $r_t$ value and $s_{t+1}$;

**Step 7:** Store $(s_t, a_t, r_t, s_{t+1})$ in the experience pool;

**Step 8:** Judge whether the data amount in the experience pool reaches n. If it reaches n, train $Q$ neural network, and update the weight $\theta$ of target $Q$ neural network after constant C time steps; if it does not reach n, repeat step 3-step 8. When the value $\theta$ is less than the threshold value, the algorithm is considered to reach the convergence state.

The above figure is the detailed flow chart of the algorithm, in which the dotted line part indicates the introduction of prior knowledge into DQN algorithm. Next, through specific experiments to verify the improvement effect of PK-DQN algorithm.

5. **Experimental verification**

In this paper, the training environment is based on the intelligent game simulation environment independently designed and developed by our team. PK-DQN algorithm and DQN algorithm control operators are respectively used for confrontation, including independent flag grabbing and mutual shooting. The stability and convergence rate of the two algorithms are compared to verify the influence of the introduction of prior knowledge on the training effect of the algorithm.

5.1 **Experimental platform**
In order to verify the effectiveness of PK-DQN algorithm, this paper uses the self-developed simulation environment as a test example, and the main configuration of the experiment is listed as follows:

1. Win 10: operating system, various task processing.
2. CUDA v8.0: GPU C language library. Calculate the same device architecture.
3. cuDNN (v6.0.21): deep learning primitive Library Based on CUDA.
4. Tensorflow (v1.0): a deep learning framework developed by Google.

The whole environment includes DL server and AI server. AI server is configured with DQN algorithm and PK-DQN algorithm for data training, which is transmitted to DL server after training to form deep neural network model. The cloud server transmits the original confrontation data and action sequence to the AI server, and receives the action sequence and cognitive model processed by the AI server. The cognitive model and action sequence formed are further transmitted to the intelligent decision-making system, and then to the experimental environment for simulation and deduction through decoupling. The experimental environment obtains new data through deduction, which is aggregated and then transmitted to the intelligent decision-making system. The intelligent decision-making system retransmits the new data, AI configuration and action sequence to the cloud server for a new round of training.

**Figure 10.** Based on DL server, AI server, simulation environment, intelligent assistant decision system and database environment, the architecture of intelligent wargame system is constructed.

**Scenario Description:**
In this experiment, two operators, red and blue, are supposed to fight in the environment. The winning condition is to seize the red flag to seize the control point or to destroy all the operators of the enemy. At present, the urban residential area map is used, and the terrain of the main battlefield area is shown in the figure below.
Figure 11. Scenario Description: red and blue have two operators (tanks) to fight each other. The red flag in the middle is the key point. The deeper the color is, the higher the elevation is. According to the grid of urban residential areas, it is indicated in black, which is conducive to concealment. The black line represents the first class road and the red line indicates the second class road. The operator (tank) has different moving speed on the first road and the second road respectively.

The details are as follows:

1. Elevation: elevation information is represented by color depth. There are five different colors to represent five different elevations. Elevation gradually increases with color from light to depth, and the height difference between adjacent changing colors is 20 meters.

2. Operators: two for red and two for blue, each of which represents platoon, the minimum resolution unit of the Army Armored synthetic battalion. The attributes describing the operators mainly include two categories: tactical command decision state space and tactical action space.

3. Consumption: since the movement of the operator will consume oil, the initial oil quantity is set in the environment. The oil quantity will be consumed every time the operator moves a grid; the oil consumption varies with different elevations, and the higher the elevation, the greater the oil consumption.

4. The map size is 66x51 and the map number is 83.

5. There is a total of 1 control point, which are: control point, coordinate 80048, score 80;

5. There are two pieces in the red and blue sides respectively. The initial position and terrain of the two tanks are described as follows:

<table>
<thead>
<tr>
<th>Initial position</th>
<th>Red</th>
<th>Blue</th>
<th>Terrain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tank1</td>
<td>80015</td>
<td>90015</td>
<td>Plain</td>
</tr>
<tr>
<td>Tank2</td>
<td>70081</td>
<td>80081</td>
<td>Plain</td>
</tr>
</tbody>
</table>

5.2 Experimental results and analysis

In this experiment, PK-DQN algorithm is applied to the self-developed confrontation environment, and the performance of the algorithm is tested and compared with DQN algorithm.
Through the comparative analysis of the experimental results, the experimental results are shown in Figure 12. The horizontal axis in the figure represents every step of training. The vertical axis loss represents the size of the cost function \( L_\theta \).

1. In terms of convergence speed, DQN algorithm needs about 1500 steps to reach the convergence threshold of the algorithm, which is still not less than 1000, while PK-DQN algorithm can reach the convergence threshold of the algorithm in 1500 steps. Compared with DQN algorithm, PK-DQN algorithm is faster and more stable. See Figure 17 for details. The reason is that by introducing prior knowledge, PK-DQN algorithm reduces the number of times of exploration in the training process, speeds up the optimization speed of Q neural network, and the algorithm converges rapidly with little fluctuation, so it can reduce the intervention of prior knowledge in the action selection process after the algorithm converges, and at the same time ensure the training efficiency and stability of the algorithm.

![Figure 12. (a) Performance of DQN learning curve in simulation environment; (b) Performance of PK-DQN learning curve in simulation environment. The X coordinate represents the number of training steps, that is, the total steps of confrontation training; the Y coordinate represents the size of the cost curve value \( L_\theta \).](image)

2. In the aspect of algorithm winning rate, To verify the faster convergence of PK-DQN, we guarantee that PK-DQN and DQN will be trained together for 24 hours at the same time, then PK-DQN and DQN will be used as red AI and rule-based Blue AI to compete against each other, and then observe the winning rate of the two algorithms compared with rule-based Blue AI. The winning rate of DQN algorithm and PK-DQN algorithm is 57% and 67% respectively. It shows that the introduction of prior knowledge can obviously improve the intelligence of operators. The specific winning games are shown in the table below.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Victory number</th>
<th>Rounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>DQN</td>
<td>57</td>
<td>100</td>
</tr>
<tr>
<td>Rule</td>
<td>43</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 4. Comparison of the number of winning matches between red and blue teams after swapping positions.
Figure 13. (a) Win rate: The red side is the AI of DQN intelligent algorithm and the blue side is rule-based AI; (b) Win times: The red side is the AI of DQN intelligent algorithm and the blue side is rule-based AI; The winning rate and the number of wins for the red and blue sides. The first round wins so one side starts from 1 and the other from 0.

Table 5. Comparison of winning matches between red and blue

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Victory number</th>
<th>Rounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>PK-DQN</td>
<td>67</td>
<td>100</td>
</tr>
<tr>
<td>Rule</td>
<td>33</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 14. (a) Win rate: The red side is the AI of PK-DQN intelligent algorithm and the blue side is rule-based AI; (b) Win times: The red side is the AI of PK-DQN intelligent algorithm and the blue side is rule-based AI; The winning rate and the number of wins for the red and blue sides. The first round wins so one side starts from 1 and the other from 0.

(3) In terms of algorithm efficiency. To verify the efficiency of training, we use the 80% winning rate as the verification standard to see how long it takes for PK-DQN and DQN to reach 80% winning rate. Both algorithms are against the rule-based blue AI. It takes 23 hours and 17 minutes for PK-DQN to be stable to win rule-based AI in the confrontation, and 32 hours and 39 minutes for DQN algorithm alone. It further shows that the introduction of prior knowledge can significantly accelerate
the convergence speed of the algorithm. The experimental results are shown in Table 6, where T is the total training time and N is the number of operators (tanks) in the antagonism.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>T (Total Time)</th>
<th>N (Number)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DQN</td>
<td>32h39min</td>
<td>4</td>
</tr>
<tr>
<td>PK-DQN</td>
<td>23h17min</td>
<td>4</td>
</tr>
</tbody>
</table>

The experimental results show that the PK-DQN model can reduce the number of times to explore during training, and improve the problem that the DQN algorithm takes too long to train. It shows that the introduction of prior knowledge improves the performance of DQN algorithm, and has a certain theoretical significance for improving the efficiency of the algorithm.

Figure 15. (a) The get goal score of both sides (Red: DQN); (b) The kill score of both sides (Red: DQN); (c) The survive score of both sides (Red: DQN); (d) The get goal score of both sides (Red: PK-DQN) (e) The kill score of both sides (Red: PK-DQN) (f) The survive score of both sides (Red: PK-DQN). The x-axis is the training episodes, and the y-axis is the score. Red and blue represent two teams in the confrontation environment.

6. Conclusion

The main innovative work of this paper is to independently develop a smart chess deduction environment, which has been verified by experiments and configured with a series of basic functional interfaces to achieve the confrontation of different types of operators on different maps. It can provide validation and effect analysis for subsequent large-scale and different kinds of war-chess combat deduction experiments. At the same time, this paper uses this platform to verify that DQN algorithm can be applied in the field of Chess of War, to achieve the deduction of Smart Chess, and to explicitly verify that DQN algorithm can defeat high-level rule-based opponents, which provides the first step of work verification for the exploration of the field of Smart Chess and the deduction of Smart Game.
At the same time, it is found that DQN training is difficult to converge for a long time during the training process, so a priori knowledge is introduced to improve the DQN algorithm, and a PK-DQN algorithm is proposed. The experimental results show that the PK-DQN model can reduce the number of times to explore during training, and improve the problem that the DQN algorithm takes too long to train. It shows that the introduction of prior knowledge improves the performance of DQN algorithm, and has a certain theoretical significance for improving the efficiency of the algorithm. Subsequently, a series of work will be done on this platform, including the experimental validation of DDQN algorithm, A3C, PPO algorithm and a series of improved algorithms in the deductive antagonism of Smart Chess, as well as the study of collaboration between multi-agents.

7. Patents

The experimental platform used in this paper has declared the copyright of computer software. (grant number 2020R1150628066).
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