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Abstract

Corona virus disease (COVID-19) has infected over more than 10 million people around
the globe and killed at least 500K worldwide by the end of June 2020. As this disease
continues to evolve and scientists and researchers around the world now trying to find
out the way to combat this disease in most effective way. Chest X-rays are widely
available modality for immediate care in diagnosing COVID-19. Precise detection and
diagnosis of COVID-19 from these chest X-rays would be practical for the current
situation. This paper proposes one shot cluster based approach for the accurate
detection of COVID-19 chest x-rays. The main objective of one shot learning (OSL) is
to mimic the way humans learn in order to make classification or prediction on a wide
range of similar but novel problems. The core constraint of this type of task is that the
algorithm should decide on the class of a test instance after seeing just one test example.
For this purpose we have experimented with widely known Generalized Regression and
Probabilistic Neural Networks. Experiments conducted with publicly available chest
x-ray images demonstrate that the method can detect COVID-19 accurately with high
precision. The obtained results have outperformed many of the convolutional neural
network based existing methods proposed in the literature.

1 Introduction

The world has witnessed over 10 million cases and 500K deaths due to Corona Virus
disease (COVID-19) outbreak as of 30 June 2020 [1]. With this pandemic, to combat
the spreading of COVID-19 effective testing methodologies and immediate medical
treatment is much required one to know. Clinical symptoms analysis and radiography
images (CT/Chest X-ray) are other diagnosis tools of COVID-19. In radiography
images, the early stages have features including bilateral, multi-focal, posterior
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distribution and pulmonary consolidation in the late stage. One of the major challenges
with typical x-ray images is categorizing with various viral pneumonia and COVID-19
since they have similar features. It is quite difficult for radiologists to distinguish
COVID-19 from other viral pneumonias which can sometimes lead to wrong diagnosis.
This may lead to a non-COVID viral pneumonia being falsely labeled as highly
suspicious of having COVID-19. Recently, researchers are now focusing on developing
some AI models to overcome the issues and some significant discoveries are also revealed
in imaging studies of COVID-19. Study on classifying and detecting the presence of
pneumonia based on a ConvNet model [2, 3]. For early diagnosis of pneumonia chest
X-ray images based on Xception and VGG16 is proposed in [4]. Experimented suggested
that VGG-16 network performed better than X-ception network. ConvNet models
followed by different classifiers for the detection of normal and abnormal pneumonia
X-rays images is addressed in [5]. COVIDX-Net model comprising of seven CNN models
to diagnose COVID-19 is proposed in [6]. COVID-Net [7] a deep model in classifying
normal, non-COVID pneumonia, and COVID-19 is reported. A Detection Model based
on GAN and Deep Transfer Learning is proposed in [8]. Three deep transfer models,
such as Alexnet, Googlenet, and Restnet18 were selected for investigation. Machine
Learning (ML) algorithms are utilized to understand the patterns from the data. In
these days, researchers are employing ML in a variety of tasks including biological data
mining [9, 10], image analysis [11], financial forecasting [12], anomaly detection [13–15],
disease detection [16,17], natural language processing [18,19], assay detection [20]. More
recent studies on COVID-19 detection that employed various ML algorithms, in
particular, deep learning (DL) models can be seen in the literature [21]. These
algorithms for detection / classification requires huge amount of data and more we have
better the results. It is sometimes difficult to get more data due to limitations exists in
particular fields, thus it will be more convenient to learn from few examples / data. The
objective of one shot learning is to mimic the way humans learn in order to make
classification or prediction on a wide range of similar but novel problems. The core
constraint of this type of task is that the algorithm should decide on the class of a test
instance after seeing just one test example. The main contributions of this work are:

• Humans have demonstrated the ability of learning object categories at a rapid
pace from few examples. Hence, the idea of one shot cluster based approach is
introduced for this purpose.

• Since, requirement of huge training examples and learning time is much difficult
in the early appearance of medical field, the advantage of one shot learning will
help us to solve the problem using ensemble of efficient classifiers.

• Experimenting and analyzing COVID-19 chest x-ray images is of lot importance
in the current pandemic.

2 Proposed Pipeline

2.1 One Shot Learning and Feature Representation

The need for one-shot learning is obliviated by following key considerations: (a).
Human Learning element – Learning to Learn: Learning in humans happens with few
examples. Humans can relate new concepts to already learned concepts thereby
enriching their domain knowledge. (b). Scalability constraints with deep learning : Deep
Learning has definitely set new benchmarks in performance for specific learning tasks
like object recognition, language understanding & machine translation. However, these
algorithms need millions of training examples to build their intelligent behaviour. (c).
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Figure 1. Block diagram of the proposed one shot based COVID-19 detection pipeline.

Domains with sparse data: In certain domains, availability of millions of data points for
training the model is a challenge. In such applications, getting large number of training
examples has practical constraints and recognition needs to be performed with only a
few available data points. For N-way K-shot learning, suppose we are given with a set of

labeled images, SLabel = {(Xi, Y i)}(N×K)
(i=1) , where Xi is the image, Yi ∈ class set, N is

the number of classes in SLabel and K is the number of images per class in SLabel. For
one-shot learning, K = 1. Features are raw data (gray values) of the images, which is
standardized to 100×100. Figure 1 shows the block diagram of the proposed model.

2.2 Neural Network based Classifiers

Artificial Neural Networks (ANNs) are considered to be one of the important parts of
Artificial Intelligence (AI) and with wide range of applications including, regression,
forecasting and prediction, classification, and many more. ANNs are useful since they
can learn from the data and they have global approximation abilities. In recent past,
Generalized Regression Neural Networks (GRNN) and Probabilistic Neural Network
(PNN) have shown in wide range of applications to solve real world problems. As the
weights of these networks can be calculated analytically, GRNN are variants of the
Radial Basis Functions (RBF) network. GRNN uses a Gaussian activation function in
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the hidden layer and its a single pass network, which consists of input, hidden,
summation and output layers. The number of input units depends on the total number
of observation parameters i.e. an input vector I (feature matrix Fi). The input layer
connected to the pattern layer consists of neurons provides training patterns and its
output to the summation layer to perform normalization of the resultant output set.
Each of the pattern layers is connected to the summation neurons and calculates the
weight vector using the following equation 1.

F (I) =

∑n
i=1 TiWi∑n
i=1Wi

, with

Wi = e[
||I−It||2

2h2
].

(1)

On the other hand, PNN is also a four-layer neural system, which is influenced by the
Bayesian network. This approach has been studied well from the decades (1960s). As it
models the Bayesian classifier and misclassification rate is minimized. Bayes’ classifier is
usually criticized due to lack of information about the class probability distributions
and makes use of nonparametric techniques, whereas the inherent advantage of PNN is
the better generalization and convergence properties when compared to that of Bayesian
classifier in classification problems [22]. PNN is similar to that of supervised learning
architecture, but PNN does not carry weights in its hidden layer. Each node of hidden
layer acts as weights of an example vector. The hidden node activation is defined as the
product of example vector E and input feature vector F given as hi = Ei × F . The
class output activations are carried out using the following equation 2:

Sj =

∑n
i=1 e

hi−1

φ2

N
(2)

where N is example vectors belonging to class S, hi is hidden node activation and φ is
smoothing factor. PNN have some advantages compared to other neural architectures.
PNN networks usually faster to train, often more accurate and relatively insensitive to
outliers. As PNN approaches Bayes classification thus predicates accurate target
probability scores. In order to take the advantage of ensemble process, in this work we
have combined the results obtained from GRNN and PNN models to solve classification
problem. The classifiers can then be combined using one of several different
combination rules such as abstract level, rank level and measurement level. In this work,
we have used simple majority voting based method for which always lead to a
performance improvement.

2.3 Dataset

Experiments are performed on a publicly available dataset, created by Joseph Cohen,
containing COVID-19 x-ray images [23]. The dataset is composed of training and
testing. Further it has divided into four categories namely COVID-19, normal,
pneumonia bacterial and pneumonia virus. In each class the number of samples
considered are total of 306, with a break-down of 69, 79, 79, and 79, respectively.

3 Experimentation and Comparative Analysis

The proposed model was implemented in Matlab with Intel Core i7 – 6700 @3.4 GHz
and 8GB RAM. We have conducted three types of experiment. First we have considered
2 classes (COVID-19 and Normal), second type of experiment is conducted using 3
classes (COVID-19, normal and pneumonia bacteria), lastly using 4 classes (COVID-19,
normal, pneumonia bacteria and pneumonia virus). Total of 306 x-ray images were
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Figure 2. A. Confusion Matrix for 2 Clasess using GRNN and PNN approaches. B.
Detection accuracy of GRNN and PNN under COVID-19 and Normal cases. The box
plots are filled with accuracy of individual samples and the whiskers denote the maximum
and minimum values.
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Figure 3. Box plots showing detection accuracy under all the classes. The whiskers
show the minimum and maximum ranges with the small shapes embedded within each
box denotes the individual values. The vertial line within the box denotes the mean
detection accuracy. The left subfigure (A) is for PNN and the right one (B) is for GRNN.

considered for the experiment purpose. We have randomly selected one image in each
category for training purpose and rest of the images are used for testing purpose. Figure
2 shows the detection accuracy for 2 class considered using GRNN and PNN approach.
It is quite evident that the proposed approach performs very well when only one shot
(one image) is considered for training.

It is very much necessity to test how each image contributes for the success. In this
regard, we used leave out one method, where every time one image will be considered
for training and remaining images in the database will be used for testing purpose.
Figure 2(b) shows the accuracy of the proposed GRNN and PNN approaches for both
the cases, i.e., COVID-19 and Normal. These figures gives insight on how each sample
contributes for the success of result. It is noted from the figure that when sample
numbers 2, 13, 25 and 50 are used for training under GRNN for COVID-19 case, we
achieve maximum accuracy (i.e., more than 90%). This will enrich the knowledge and
helps us in designing our model better. Whereas in normal case, apart from first sample,
all the samples achieves 100% when train. Whereas PNN outperforms well compared to
GRNN approach and archives 100% result.
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As the class size increases analyzing the performances of the models are crucial. The
second type of experiment is working with all the classes and we are much interested to
see the performance behavior when considered. We have conducted the experiment in
the similar manner as two class. Figure 3 shows the detection accuracy for GRNN and
PNN approaches under all the cases. It is very interesting to see how each image in the
database contributes for the detection accuracy. Even the class size been increased to 4,
the proposed approach is able to perform well. It is observed that some of the images
are not perform well when used for training. For other three cases it is interesting on
how the images contributes for the success. Whereas in case of PNN approach, the
results are better compared to GRNN. By noting figures 3(a) and 3(b), we can cluster
images that have performed well in the experiment.

Table 1. Performance accuracy of the proposed and existing deep models for 2, 3 and 4
classes

Methods Class COVID-19 Normal Pneu. Bac. Pneu. Vir Average Train Test

Alexnet [31, 32]
2 100 100 – – 100 130 18

3 100 77.7 77.8 – 85.1 200 27

4 100 64.3 44.4 50 64.67 270 36

Googlenet [31, 34]
2 100 100 – – 100 130 18

3 81.8 75 87.5 – 81.4 200 27

4 100 100 70 66.7 84.0 270 36

Resnet18 [31, 33]
2 100 100 – – 100 130 18

3 100 100 64.3 – 81.4 200 27

4 100 100 50 40 72.5 270 36

Proposed Method

2 100 100 – – 100 02 148

Cluster 1 (3 Samples)

3 100 63.29 72.15 – 78.45 3 227

Cluster 2 (5 Samples)

3 100 78.48 75.94 – 84.8 5 227

Cluster 3 (6 Samples)

3 100 100 70.8 – 90.2 6 227

Cluster 1 (4 Samples)

4 100 60.7 58.2 22.7 60.42 4 306

Cluster 2 (7 Samples)

4 100 70.8 73.4 39.2 70.85 7 306

Cluster 3 (9 Samples)

4 100 98.7 51.89 46.01 74.12 9 306

Cluster 4 (12 Samples)

4 100 77.2 64.5 78.7 80.05 12 306

Cluster 5 (16 Samples)

4 100 100 82.27 54.4 84.17 16 306

3.1 Cluster Approach

This section highlights very important aspect of this work, where we cluster samples
that performed well in our training phase. From the Fig. 3, it is quite evident that the
results obtained from the GRNN and PNN have bit of variations. Most of the samples
have given good performance for COVID-19, Pneumonia Bacteria and Pneumonia Virus
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under PNN approach. Considering these variations we have selected the best
performing samples for our next level of detection process. We started with clustering
one sample for each class and selection of samples are done based on the performance
obtained. Table 1 shows the detection accuracy for the samples considered under all the
classes using ensemble approach. From the Table 1 it is evident that the proposed idea
with only 2 samples (one from each class) we were able to achieve 100% detection rate
and the same has been compared with well-known deep learning models such as
AlexNet [24], GoogLeNet [25] and ResNet [26]. The compared models use 130 samples
for training and 18 for testing.

Table 1 also shows the performance for 3 classes. Initially we tried with training one
sample from each class and tested our ensemble approach and an average of 78.45%
accuracy was achieved. Our experiment was continued with adding one more samples
for class 2 and 3 and an average of 84.8% detection accuracy was reported. Our interest
is to improve the accuracy of class 2 i.e., Normal case. In this connection we added one
more sample from class 2 and total of 6 samples were considered in cluster 3. The
proposed method outperformed well known existing approaches and achieved an average
of 90.2% with 100% under COVID-19 and Normal cases.

Finally, we tested our approach on 4 classes and Table 1 shows the performance
accuracy. We started with one sample from each class and total of 4 samples were
considered for training. An average detection rate of 60.42% was achieved and the
detection rate for pneumonia virus is very less compared to others. We continued our
clustering approach by adding few more samples to the existing considered. We added
one more samples for the class 2, 3 and 4 and total of seven samples were considered for
our next experiment. From the Table 1, it is quite evident that detection accuracy is
improved with 10%. However, detection rates of Pneumonia virus and Normal can still
be improved. We added one sample from class 2 and 4 and total of 9 samples were
considered for experiment. From the results it is evident that the results of normal class
is significantly improved whereas accuracy of pneumonia virus has come down. Samples
of class 3 and 4 are very similar and that is the case for both virus and bacteria class
results are not upto the mark. Cluster 4 with 12 samples achieved overall average of
80.02 with significant improve in class 4. Finally, cluster 5 with 16 samples we were able
to achieve an average of 84.17%. Certainly the proposed idea of one shot with cluster
approach has considerable impact when compared to existing deep learning models.

4 Conclusion

This paper address one shot cluster based approach for efficient classification of
COVID-19 chest x-ray images. The main objective was to study the ability of learning
image categories at a fast pace and with less sample size. For this purpose we tested our
model with COVID-19 chest x-ray images. For the various advantages the application of
GRNN and PNN was introduced in this study and experimented with publicly available
dataset. The introduction of one shot cluster approach is the first of its kind in the
literature and outperformed well known deep models with very less training samples.
This is an initial effort in understanding the behavior of the existing neural network
models. There is still long run exists to understand and analyze the models in different
applications of computer vision and pattern recognition.
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