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Abstract

A critical analysis of the classical definition of outsiders is given. Some examples show that this notion is not universal and has at least two drawbacks. Particularly, the set of outsiders may have the probability arbitrary close to one half. On the other hand, the deleting of the set of outsiders may dramatically change the value of the median.
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1 Main Results

As far as we know, the discussed below notion of outsiders had been given by Tukey [1] in the content of a robust estimation of the location parameter. However, many recent publications use outsider notions in a more general situation and, sometimes, instead of the outlier notion. Our opinion is that such use may lead to some essential mistakes. We support this point providing some examples of distributions having rather unexpected properties.

Let us remind the definition of outsiders. Suppose that $X$ is a random variable having probability distribution function $F(x)$. Denote by $Q = (Q_1, Q_2, Q_3)$ the quartiles $Q_1 \leq Q_3$ and the median $Q_2$ of $F(x)$. And let
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$IQR = Q_3 - Q_1$ be an interquartile range. Lower and upper fences are defined by

$$Lf = Q_1 - 1.5IQR$$

and

$$Uf = Q_3 + 1.5IQR$$
correspondingly. All possible values of $X$ lying outside of the interval $[Lf, Uf]$ are called outsiders. Tukey gave no precise definition of outsiders but said outliers are among outsiders. Sometimes, scientists make no difference between outliers and outsiders (see, for example, [2]). On the level of the intuition, both outliers and outsiders are such values of the random variable $X$ which are far from the “main part” of the values. Of course, this definition has a precise sense. Some critics and variants of possible definitions may be found in [3] and [4].

**Example 1.1.** Consider a random variable $X$ taking four values: $-5, -1, 1, 5$ with probabilities

$$\mathbb{P}\{X = -5\} = \mathbb{P}\{X = 5\} = 1/4 - \varepsilon/2,$$

$$\mathbb{P}\{X = -1\} = \mathbb{P}\{X = 1\} = 1/4 + \varepsilon/2,$$

where $\varepsilon \in (0, 1/4)$ is a fixed number. It is easy to calculate

$$Q = (-1, 0, 1); \quad Lf = -4; \quad Uf = 4.$$  

Therefore, the set of outsiders consists of two points $-5$ and $5$ and the probability for $X$ to be an outsider is $1/2 - \varepsilon$.

Example 1.1 shows the probability of outsiders may be arbitrary close to one half. It seems (on the level of intuition) not natural to ignore the event having the probability arbitrary close to $1/2$. Of course, we have a mathematically strong definition of outsiders (not that of outliers) and Example 1.1 does not contradict it. However, it would be interesting to understand why does one needs such definition. In our opinion, the notion of outsiders has a sense of some special problems only.

Example 1.1 provides us a discrete distribution having a high probability set of outsiders. Is it possible to construct an example of a continuous distribution with a similar property? The next example gives an affirmative answer.
Example 1.2. Let $G(x,a)$ be a function of gamma distribution with unit scale and shape parameter $a > 0$. Define $F(x,a) = (G(x,a) + 1 - G(-x,a))/2$ and suppose that $X$ has $F(x,a)$ as its distribution function. It is not difficult to calculate the probabilities of outsiders set. On the Picture 1 is the plot of this probability as a function of a parameter.
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Figure 1: Probability of outsiders as a function of shape parameter $a$

The next Figure shows the dependence of fences on the shape parameter $a$.
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Figure 2: Lower (blue) and upper (red) fences as the functions of the shape parameter $a$

For the case $a = 0.001$ the probability of outsiders is 0.499306. We see
that the situation with outsiders is very similar to that of the Example 1.1. However, the distribution here is continuous. Its density is given on the Picture 3.

![Figure 3: Density of the random variable X for the case a = 0.001. The peak at zero is infinite.](image)

The use of lower and upper fences is usually motivated by the wish to have “robust” boundaries instead of these based on empirical variance. Such a robustification has a sense for the case when such characteristics as a median are “robust”. However, the robustness here is not just a small sensitivity concerning to heaviness of the tail of the distribution. One may pass from the “real” distribution to its truncation on the interval \((L_f, U_f)\) and the robustness has to be understood as a small change of the median after such truncation. The next examples show such robustness may be absent.

**Example 1.3.** Let \(G(x, a, b)\) be a distribution function of a gamma distribution with shape parameter \(a\) and scale \(b\). Consider

\[
F(x) = \left( G(x, 400, 1) + 1 - G(-x, 4, 100) \right) / 2.
\]

It is possible to calculate the quartiles and fences of \(F(x)\). We have

\[
Q = (-399.667, 0, 367.206), \quad L_f = -1549.98, \quad U_f = 1517.52.
\]

The probability of outsiders is 0.000091629. The truncation of \(F(x)\) on the interval \([L_f, U_f]\) has quartiles

\[
Q_T = (-399.669, -329.472, 367.141).
\]
Now we see that the median changes dramatically from the initial zero value to the value of $-329.472$.

It is not difficult to see the Example 1.3 may be modified to obtain arbitrary large changes of median while the corresponding truncation.

![Figure 4: Density of the random variable $X$ for the case under consideration in Example 1.3](image)
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