Defining and computing reproduction numbers to monitor the outbreak of Covid-19 or other epidemics
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Abstract

We present a general approach to define reproduction ratios or numbers to monitor the outbreak of epidemics that are modeled by mathematical evolution equations. This provides a solution to an important topic that has not been completely settled in the literature, especially in the case of complex epidemiological models. We illustrate our procedure with a full implementation of a standard deterministic SEIR model that is applied to examine the Covid-19 outbreaks and the effects of intervention measures in several countries in America (Argentina, Brazil, Mexico, USA) and Europe (France, Italy, Spain and UK) in 2020. Our code is also used to investigate herd immunity levels for Covid-19, indicating values between 85% and 90%.
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1. Introduction

The monitoring of the evolving state of a serious epidemic can be done during and after its outbreak by estimating the daily values of basic ratios generally known as reproductive or reproduction numbers \([7, 10, 11, 16]\). While not properly geared at providing serious predictions of future values of the epidemic, they are powerful indicators of the present state of transmission and the effect of intervention measures. However, their calculation may not be immediately clear, particularly in the case of complex (e.g., highly stratified) mathematical models, where open issues still remain \([10, 18]\). For a review of several methods presently in use, see \([8, 10, 17, 20]\).

Common choices of reproductive ratios are the basic reproduction number \(R_0\) and its time dependent variant, the effective reproduction number \(R_t\), which measure the expected number of secondary infections caused by one typical infected individual during the entire transmission period \([3, 5, 6, 9, 20]\), and popular methods to estimate them can be found in \([2, 20, 22]\). As with other indicators, their estimation depends on the values of various mathematical parameters, like the length of transmission and latent periods, which may impair their determination (Figure 1). Other reproductive ratios, like the equally useful weekly reproduction number and further examples considered here, might be preferred for their increased robustness.

Fig. 1: Time evolution of effective reproduction numbers of Covid-19 in Brazil during the first few weeks since the date of 100 cases reported \((t = 0)\), showing the effects of two distinct hypothetical transmission periods \((T_t = 20\) and \(T_t = 10\), resp.). In this example, \(t = 0\) corresponds to 03/13/2020.
(Data source: covid.saude.gov.br)

In fact, it appears to have not been sufficiently stressed in the literature that once some mathematical model has been chosen to simulate the disease dynamics and had its parameters determined from the available data, several natural reproductive numbers become automatically available at no additional computational cost. This is true of both simple and complex models, deterministic or stochastic, potentially providing new indicators that may reveal important information not available in the standard ratios \(R_0\) or \(R_t\) above, especially for complex models.
The idea behind it is easily explained by considering a simple SEIR model, defined by the equations (1.1) below, where for the sake of simplicity we have ignored effects like birth or migration rates, deaths by natural or other causes, and so forth. This model divides the entire population in question into four classes: the susceptible individuals (class $S$), those exposed (class $E$, formed by infected people who are still inactive, that is, not yet transmitting the disease), the active infected or infectious individuals (class $I$) and the removed ones. The latter class is formed by those who have recovered from the disease (class $R$) or who have died from it (class $D$). The dynamics between the various classes in this basic setting is given in the universal language of calculus by the differential equations

$$
\begin{align*}
\frac{dS}{dt} &= -\beta \frac{S(t)}{N} I(t), \\
\frac{dE}{dt} &= \beta \frac{S(t)}{N} I(t) - \delta E(t), \\
\frac{dI}{dt} &= \delta E(t) - (r + \gamma) I(t), \\
\frac{dR}{dt} &= \gamma I(t), \\
\frac{dD}{dt} &= r I(t),
\end{align*}
$$

(1.1)

see e.g. [1, 6, 11, 15] for a detailed discussion of the various terms and their meanings. The parameters $\beta$ (average transmission rate) and $r$ (average lethality rate due to the disease) vary with $t$ (time, here measured in days), but $\delta$ and $\gamma$ are typically positive constants given by

$$
\gamma = \frac{1}{T_t}, \quad \delta = \frac{1}{T_\ell},
$$

(1.2)

where $T_t$ denotes the average transmission time and $T_\ell$ stands for the mean length of the latent period (the time taken to become infectious, once infected), which for Covid-19 can be taken as 14 and 5 days, respectively [13, 14, 21]. In the system (1.1), $N$ denotes the full size of the susceptible population initially exposed, so that we have $S(t_0) + E(t_0) + I(t_0) + R(t_0) + D(t_0) = N$, where $t_0$ denotes the initial time. Observing that, by the equations (1.1), the sum $S(t) + E(t) + I(t) + R(t) + D(t)$ is invariant in time, it follows the conservation law

$$
S(t) + E(t) + I(t) + R(t) + D(t) = N, \quad \forall \ t > t_0,
$$

(1.3)

which is a consequence of the assumptions above.
To well define the model (1.1), besides informing the functions $\beta(t)$ and $r(t)$ we need to provide the initial values $S(t_0)$, $E(t_0)$, $I(t_0)$, $R(t_0)$, $D(t_0)$, which is not a trivial task, since not all of these variables are reported, and those reported may be in error — which may well be large. It thus seems clear that predicting reasonably correct values for the variables $S(t)$, $E(t)$, $I(t)$, $R(t)$ and $D(t)$ at future times is not a simple task, especially in the long time range. The situation becomes even more complicated for more complex (e.g., stratified) models, which add other variables and parameters to be determined. Calibrating three or more parameters can quickly become a real nightmare. For all its simplicity, models with only a few variables and parameters like (1.1) can yield surprisingly good results and thus should not be overlooked, as will be seen in the sequel. Still, estimating the missing data and parameters for the ODE system (1.1) requires careful thinking and is a critical part of the implementation stage. The specific procedures are described in Section 2.

Once the epidemiological model has been fully implemented, it can be used in a number of ways to investigate the disease dynamics. An important application is the generation of suitable time varying reproduction numbers to monitor various facets of the disease transmission levels. The general idea is to look at the variables of key interest and determine the ratios of their values at the endpoints of some time frame $[t, t + d]$ (or, if preferred, $[t - d, t + d]$, etc), with $d > 0$ chosen. Complex models naturally offer in this way a realm of interesting choices, leading itself to a rich set of reproductive ratios that should all be considered. Of course, simpler models are more restricted. For (1.1), we may choose to consider

$$R_t^{(1)} = \frac{I(t + d)}{I(t - d)}$$

(a reproductive ratio related to the infectious population), or the slight variant

$$R_t^{(2)} = \frac{E(t + d) + I(t + d)}{E(t - d) + I(t - d)}$$

(related to the total infected population), with the choice $d = T_t/2$ corresponding to the effective reproduction number $R_t$ already mentioned. For Covid-19, a convenient choice is to take $d = 3$, as explained in Section 3. This reproductive ratio is used in Section 4 to examine the unfolding of the epidemic in several countries in 2020.

With vaccination against Covid-19 now well under way in many countries, we close our discussion in Section 5 with one last illustration of the multiple uses of our implementation of (1.1): this time, estimating herd immunity values of the disease. Following (1.1) and the results obtained for the parameters $\beta$ and $r$ by our code, herd immunity is estimated to lie between 85% and 90% of the entire population, depending on the transmission levels that can be safely assumed.
2. Implementing the SEIR model

Having introduced the SEIR equations (1.1), we now describe an implementation of this model that is suitable for all our needs (and much more).

(i) assigning a value to the population parameter $N$

In the case of Covid-19, which was caused by a new virus (SARS-CoV-2), it is reasonable to assume that the entire population of the region under consideration is initially susceptible, which was done in the code. In any case, it turns out that the exact value of $N$ is not so important for the short range dynamics (which accounts for the applications studied in this paper) as it proves to be for long time simulations (Figures 2a and 2b), so that for our present purposes this is not a serious issue.

Fig. 2a: Prediction by model (1.1) of the daily number of new cases of Covid-19 expected to be reported in Brazil between the initial time $t = t_0 = 60$ (April 25th) and $t = 200$ (September 12th), considering susceptible populations of $N = 20$ million (red curve) and $N = 50$ million (black curve). Note the appreciable difference between the predicted peak values (34 and 70 thousand, resp.) and their respective dates, June 6th and July 4th. Actual data points are shown in blue. (Computed from data available at the official site [https://covid.saude.gov.br](https://covid.saude.gov.br))
Fig. 2b: Thirty day prediction by model (1.1) of the daily number of new cases of Covid-19 to be reported in Brazil between the initial time $t = t_0 = 60$ (04/25) and $t = 90$ (05/25), considering susceptible exposed populations of $N = 20$ million (red curve) and $N = 50$ million (black curve). Note the very close similarity of the two 30D predictions in spite of the appreciable difference in the values of $N$. Points shown in blue are the official values reported (cf. [https://covid.saude.gov.br/](https://covid.saude.gov.br/))

(ii) generation of initial data $S(t_0), E(t_0), I(t_0), R(t_0), D(t_0)$

Initial values $S_0, E_0, I_0, R_0, D_0$ for the five variables are generated from a starting date $t_s$ on, which is taken so as to meet some minimum value chosen of total reported cases (namely, 100). Denoting by $C_r(t)$ the total amount of reported cases up to some time $t$, and letting $EIR(t)$ be the sum of the populations $E(t), I(t)$ and $R(t)$, we set

$$EIR(t_s) = f_c \cdot (C_r(t_s) - D(t_s)),$$  \hspace{1cm} (2.1)

where $f_c \geq 1$ denotes a correction factor to account for likely underreportings on the official numbers given. (In (2.1), we have neglected possible underreportings on the number of deaths, which could of course be similarly accounted for if desired.) Again, this factor $f_c$ will not play an important role in this paper and could be safely ignored, but it should be carefully considered in the case of long time predictions. We have typically taken $f_c = 5$. Having estimated $EIR(t_s)$, we then set

$$E(t_s) = E_0(t_s) := a \cdot (1 - b) \cdot EIR(t_s),$$  \hspace{1cm} (2.2a)

$$I(t_s) = I_0(t_s) := (1 - a) \cdot (1 - b) \cdot EIR(t_s),$$  \hspace{1cm} (2.2b)
\[ R(t_s) = R_0(t_s) := b \cdot EIR(t_s), \quad \text{(2.2c)} \]
\[ S(t_s) = S_0(t_s) := N - (E(t_s) + I(t_s) + R(t_s) + D(t_s)), \quad \text{(2.2d)} \]

where \( a = T_i/(T_i + T_r) \) and \( b = 0.30 \). Although (2.2) above might seem reasonable, the expressions (2.2a)-(2.2c) are nevertheless arbitrary and will be probably in error. However, all the errors will eventually fade away (Figure 3) as we compute more values \( S_0(t_0), E_0(t_0), I_0(t_0), R_0(t_0), D_0(t_0) \) at later initial times \( t_0 = t_s + 1, \ldots, t_F \), where \( t_F \) stands for the final (i.e., most recent) date of reported data available. This can be done as follows. For each \( t_0 \), the solution of the equations (1.1) with the previously obtained initial data at \( t_0 - 1 \) is computed on the interval \( J(t_0) = [t_0 - 1, t_1] \),
\[ t_1 = \min\{t_0 - 1 + d_0, t_F\} \]
with constant parameters \( \beta = \beta_0(t_0 - 1), r = r_0(t_0 - 1) \) determined so that the computed values for \( C_r(t), D(t) \) best fit the reported data for these variables on \([t_0, t_1]\) in the sense of least squares [15]. (Here, \( d_0 \in [2, 10] \) is chosen according to the data regularity.) Once this solution \((S, E, I, R, D)(t)\) is obtained, we set \( S_0(t_0) := S(t_0), E_0(t_0) := E(t_0), I_0(t_0) := I(t_0), R_0(t_0) := R(t_0), D_0(t_0) := D(t_0) \) and move on to the next time level \( t_0 + 1 \), repeating the procedure until \( t_F \) is reached.

**Fig. 3a:** Self-correction in the initialization procedure (iii) to generate \( S_0(t_0), E_0(t_0), I_0(t_0) \) and \( R_0(t_0) \) for \( t_0 = t_s, t_s + 1, \ldots, t_F \), showing above the case of \( I_0(t_0)/N \) in France. At time \( t_s = 0 \), the day of 100 total cases reported (29/02/2020), four very different sets of values \( \{E_0(t_s), I_0(t_s), R_0(t_s)\} \) are considered: our standard choice (2.2a)-(2.2c), shown in red; \( E_0(t_s) = I_0(t_s) = 0.05 \times EIR(t_s), R_0(t_s) = 0.90 \times EIR(t_s) \), shown in blue; \( E_0(t_s) = EIR(t_s) \), \( I_0(t_s) = R_0(t_s) = 0 \), shown in green; and \( I_0(t_s) = EIR(t_s), E_0(t_s) = R_0(t_s) = 0 \), in black. For \( t_0 > t_s + 15 \), all four initializations produce roughly the same values for \( I_0(t_0) \).
Fig. 3b: Self-correction in the values of \( R_t = I_0(t+3)/I_0(t-3) \) induced by the correction of \( E_0(t_0), I_0(t_0) \) and \( R_0(t_0) \) exhibited in Fig. 3a, considering the same four initializations at \( t_s = 0 \).

(iii) computing the solution on some final interval \([t_0, T]\) (prediction phase)

Having completed the previous steps, we can address the possibility of prediction. Although this is not important for our present goals, it is included for completeness. Choosing an initial time \( t_0 \in (t_s, t_F] \), we then take the initial values

\[
S(t_0) = S_0(t_0), \quad E(t_0) = E_0(t_0), \quad I(t_0) = I_0(t_0), \quad R(t_0) = R_0(t_0), \quad D(t_0) = D_0(t_0).
\]

In order to predict the values of the variables \( S(t), E(t), I(t), R(t), D(t) \) for \( t > t_0 \), it is important to have good estimates for the evolution of the key parameters \( \beta(t) \) and \( r(t) \) beyond \( t_0 \). This is the most computationally intensive part of the algorithm and is better executed in large computers. Such estimates can be given in the form

\[
\beta(t) = \beta_0 + a_\beta e^{-\lambda_\beta(t-t_0)} \quad (2.3a)
\]

\[
r(t) = r_0 + a_r e^{-\lambda_r(t-t_0)} \quad (2.3b)
\]

where \( \beta_0, a_\beta, \lambda_\beta, r_0, a_r, \lambda_r \in \mathbb{R} \) are determined so as to minimize the maximum size of weighted relative errors in the computed values for \( C_r(t), D(t) \) as compared to the official data reported for these variables on some previous interval \([t_0-\tau_0, t_0]\) (weighted Chebyshev problem) for some chosen \( \tau_0 > 0 \) (usually, \( 20 \leq \tau_0 \leq 30 \)). This problem is solved iteratively starting with an initial guess obtained from the analysis of the previous values \( \beta_0(t), r_0(t) \) computed in the step (ii) above. The result is illustrated in Figure 4 for the case of \( \beta(t) \), with similar considerations for \( r(t) \).
Fig. 4: Estimation of future values of the transmission parameter $\beta(t)$ beyond the initial time $t_0 = 70$ (05/05/2020) for the outbreak of Covid-19 in Brazil, assuming the basic form (2.3a), after solving the Chebycheff problem (red curve). The data points in the interval $[40, 70]$, shown here in blue, are values of the function $\beta_0(t)$ computed in step (ii), which are used to obtain the first approximation to $\beta(t)$. Values of $\beta_0(t)$ previous to $t = 40$ (04/05/2020), shown in black, are disregarded. The golden points beyond $t_0 = 70$ are future values of $\beta_0(t)$, not available on 05/05/2020, displayed to allow comparison with the predicted values $\beta(t)$.

Once $\beta(t)$, $r(t)$ have been obtained, the equations (1.1) are finally solved (Figure 5).

Fig. 5: Computation of $C_r(t) = (E(t) + I(t) + R(t))/f_c + D(t)$ for $t > t_0 = 70$ (05/05/2020), with initial data $C_r(t_0) = (E_0(t_0) + I_0(t_0) + R_0(t_0))/f_c + D_0(t_0)$, after obtaining $\beta(t)$, $r(t)$ – see Fig. 3 for $\beta(t)$. The numerical solution of equations (1.1) is easily obtained by any method.
3. Reproduction numbers

Reproduction numbers or ratios measure the intensity of transmission of a contagious disease as it unfolds in some population, and, in doing so, are useful indicators to monitor the situation and the effects of intervention procedures that might have been taken. Using the generic symbol $R_t$ to denote such quantities, they signal a rise in the number of infections in the case $R_t > 1$, their decrease when $R_t < 1$, and temporary steadiness if $R_t = 1$. There are basically two ways of generating them.

(i) reproduction ratios obtained from the analysis of the model equations

This tends be complicated for complex models [10, 18], but is a common method otherwise. For the SEIR equations (1.1), for instance, we may proceed as follows. With an eye on the critical infectious population, we rewrite the equation (1.1\text{c}) as

$$
\frac{dI}{dt} = \alpha(t) I(t), \quad \alpha(t) := \delta \cdot E(t)/I(t) - r(t) - \gamma, \tag{3.1a}
$$

showing that $I(t)$ will increase if $\alpha(t) > 0$, decrease when $\alpha(t) < 0$ and stay about the same if $\alpha(t) = 0$ — or, in terms of the ratio

$$
R_t := \frac{\delta \cdot E(t)/I(t)}{r(t) + \gamma}, \tag{3.1b}
$$

whether we have $R_t > 1$, $R_t < 1$ or $R_t = 1$, respectively. Likewise, selecting the total infected population to be tracked, we get, adding the equations (1.1\text{b}) and (1.1\text{c}),

$$
\frac{d\mathbb{I}}{dt} = \tilde{\alpha}(t) \mathbb{I}(t), \quad \tilde{\alpha}(t) := \beta(t) \cdot S(t)/N - r(t) - \gamma, \tag{3.2a}
$$

where $\mathbb{I}(t) = E(t) + I(t)$. This leads to the (numerically similar) reproductive ratio

$$
R_t := \frac{\beta(t) \cdot S(t)/N}{r(t) + \gamma}. \tag{3.2b}
$$

Expressions like (3.2b) are useful to investigate herd immunity levels (see Section 5).

(ii) reproduction ratios obtained directly from numerical simulations of the model

This method, which is always easy to apply, leads in the case of complex models to distinct reproduction numbers yielding different information. Given some quantity of interest $W(t)$ computed by/from the simulations, the ratios $W(t + d)/W(t)$

\footnote{The notation $R_t$ is natural in stochastic models, and is adopted here as we have already used $R(t)$, $R_0(t)$ with other meanings (size of the recovered population and their initial values, resp.).}
(or, if preferred, \( W(t+d)/W(t-d) \), and so on) are examined, for some \( d > 0 \) chosen. For the equations (1.1), natural examples are, say,

\[
R_t := \frac{I(t+d)}{I(t-d)}, \quad R_t := \frac{E(t+d) + I(t+d)}{E(t-d) + I(t-d)},
\]

which are again very similar (Figure 6). Note that the choice \( d = T_t/2 \) corresponds to the standard basic/effective reproduction number, i.e., the mean number of secondary infections caused by a typical infected individual during his entire transmission period [13, 15]. In our code, the corresponding expressions for (3.1b) and (3.3) with \( d = 3 \) would be, recalling the variables computed in the step (ii) of the algorithm,

\[
R^{(1)}_t := \frac{\delta \cdot E_0(t)/I_0(t)}{r_0(t) + \gamma},
\]

and

\[
R^{(2)}_t := \frac{I_0(t+3)}{I_0(t-3)}, \quad R^{(3)}_t := \frac{E_0(t+3) + I_0(t+3)}{E_0(t-3) + I_0(t-3)},
\]

and similarly for (3.2b). All these indicators registrate similar scenarios (Figure 6a). We have found \( R^{(2)}_t \) particularly convenient for Covid-19, producing results that are very similar to those obtained in other studies (see e.g. [16]). For the time scales involved, the choice \( d = 3 \) is good to zoom in the details and facilitate the reading (Figure 6b), while not compromising robustness (Figure 7).

**Fig. 6a:** Comparison of the time evolution of Covid-19 in Brazil (since 100 cases reported) as seen by the indicators defined in (3.4) and (3.5), all pointing to similar scenarios. In the three cases it is clear that Brazil has never reached a state of control of the epidemic \((R_t < 1)\) during the period considered. (From official data reported at [https://covid.saude.gov.br](https://covid.saude.gov.br).)
**Fig. 6b:** Comparison of the time evolution of Covid-19 in Brazil (since 100 cases reported) as seen by $R_t = I(t + d)/I(t - d)$ for different values of $d$, showing similar scenarios. In the three cases it is clear that Brazil has never reached a state of control of the epidemic ($R_t < 1$) during the period considered. (From official data reported at [https://covid.saude.gov.br](https://covid.saude.gov.br).)

**Fig. 7:** Robustness of $R_t^{(2)}$ with respect to large uncertainties on the value of transmission time. Date zero refers to 100 cases reported, that is: 03/13/2020. (As in Fig. 5 and Fig. 6 above, calculations were based upon official data reported at [https://covid.saude.gov.br](https://covid.saude.gov.br).)

Next, we will apply the indicator $R_t^{(2)}$ above to examine the evolution of the Covid-19 epidemic in several countries around the world during the year 2020, including our original comments made in late June of that year.
4. Applications to the Covid-19 epidemic in 2020

In this section we will illustrate the use of reproduction numbers by examining the evolution of Covid-19 in eight different countries under the optics of the ratio $R_t^{(2)}$ associated with SEIR model (1.1), cf. (3.5) above. Thus, we set

$$R_t = \frac{I_0(t+3)}{I_0(t-3)}$$

(4.1)

where $I_0(\tau)$ is the size of the active infected population at time $\tau$ as computed in the step (ii) of the SEIR algorithm (see Section 2). The computation of the curves below was based on the data for each country available at [worldometers/coronavirus](https://worldometers/coronavirus). For each case, we reproduce our previous analysis in late June/2020 (shown in blue), followed by an update (in black) covering the rest of the year. In spite of the efforts, the overall picture is a general failure in achieving a sustained control of the epidemic through the use of non-pharmacological intervention.

Taking right decisions about contention or relaxation measures is a very difficult and complex process that involves a careful consideration of several mathematical indicators and other factors including many health, economic and social issues. In the following examples we consider only the single viewpoint of reproductive ratios.

**Example 1:** Time evolution of Covid-19 in Argentina since 03/18/2020 ($t = 0$), the date of 97 total cases reported. Strong containment measures had begun 3 days earlier ($t = -3$) and managed to keep the number of cases and deaths down low, with $R_t$ decreasing continually until 05/04/2020 ($t = 47$), when it reached a minimum value of 1.08. Following that, the situation deteriorated with $R_t$ increasing to 1.54 on 05/24/2020 ($t = 67$), despite the reinforcement of most intervention procedures. Partial relaxation of some of these measures was introduced on 06/01/2020 ($t = 75$) and, in this new period, $R_t$ has remained relatively stable at 1.30 (yellow band). Bringing the epidemic to a state of nationwide control ($R_t < 1$) still seems far away. This example illustrates the unfortunate fact that having low numbers of infections does not necessarily mean having the epidemic under control.
The low numbers of covid cases reported in the first two months after the outbreak (reaching a total of 7.5 thousand cases by mid-May, less than 0.02% of the population) led many to believe in a successful containment of the disease up to that point — which was elusive, as the $R_t$ values clearly show. The number of infected people kept steadily increasing until reaching almost 3% of the total population in late October, and is presently on the rise again (Figure 8). This quantity is conveniently measured by the sum of the percentages

$$ e(t) = 100 \frac{E_0(t)}{N}, \quad i(t) = 100 \frac{I_0(t)}{N} \quad (4.2) $$

corresponding to the exposed and infectious populations, respectively, where $E_0(t), I_0(t)$ are computed in the step (ii) of the algorithm (Section 2) and $N$ is the total population.

**Fig. 8:** History of Covid-19 in Argentina in 2020 since the date of 100 cases reported (03/18).

For the computation of the percentage of the infected population at day $t$ (blue curve), see (4.2), it was assumed a typical underreporting level with factor $f_c = 5$ (Section 2).

Argentina, Brazil, Colombia and Peru are countries in South America that barely got any control of the epidemic in 2020. In contrast, the disease management in Uruguay was much more successful, keeping the disease under control until the beginning of October. After peaking at 1.42 in mid-December, the values of $R_t$ in Uruguay have been subsiding, reaching 1.17 on 12/31/2020.

<table>
<thead>
<tr>
<th>country</th>
<th>estimated population never infected until 12/31/2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Zealand</td>
<td>99.8%</td>
</tr>
<tr>
<td>Uruguay</td>
<td>97.3%</td>
</tr>
<tr>
<td>Argentina</td>
<td>82.5%</td>
</tr>
<tr>
<td>UK</td>
<td>82.1%</td>
</tr>
<tr>
<td>Brazil</td>
<td>80.7%</td>
</tr>
<tr>
<td>France</td>
<td>80.4%</td>
</tr>
<tr>
<td>Spain</td>
<td>79.7%</td>
</tr>
</tbody>
</table>
Example 2: Time evolution of Covid-19 in Brazil since 03/13/2020, the date of 98 total cases reported \((t = 0)\). With very poor coordination between the central and local authorities and with different levels of intervention in the various states of the country, the decreasing of \(R_t\) after reaching 1.5 by mid-April proceeded very slowly (green band) due to the spread of the epidemic and the emergence of new infection foci. Relaxation measures began to be implemented on different dates according to the individual regions, but can be traced on average back to 06/01/2020 \((t = 80)\). Despite the encouraging behavior of \(R_t\) shown in the last fortnight (yellow band), the indicator is likely to resume increasing due to further disease development in less affected areas of the country, particularly the southern and central western states. This has indeed been the case, with \(R_t\) presently increasing. Another negative factor is that flexibilization of control measures has been introduced before the various regions had attained a state of epidemic control \((R_t < 1)\), which is not ideal.

In fact, \(R_t\) continued increasing very slightly for still another week before beginning a slow general decrease that lasted about 10 weeks, followed by a relatively stable two-month period around the value 0.95. Control of the epidemic was then lost from mid-November on, initiating what was then called the second covid wave in the country. On 12/31/2020 an estimated 1.3% of the total population was infectious (i.e., transmitting the disease).
Example 3: Time evolution of Covid-19 in France since 02/29/2020 ($t = 0$), the date of 100 total cases reported. Containment measures began relatively late on 03/16/2020 ($t = 16$), with a strict eight-week lockdown that reduced the value of $R_t$ down to 0.81 (green band). Restrictions were afterwards relaxed (yellow band), with $R_t$ stable for a couple of weeks, when it began increasing. A peak value of 0.99 was reached on 05/30/2020, followed by a reduction to 0.89 on 06/08/2020 ($t = 100$), staying on a slow ascent ever since (latest value being 0.95). The situation requires careful monitoring, with the possibility of having to impose some containment restrictions back to keep the epidemic under nationwide control ($R_t < 1$).

Looking at the final values of $R_t$ in the graph above, we see that the control of the epidemic begun in mid-April ($t \approx 50$) after four weeks of lockdown was being lost by late May ($t \approx 90$), with the situation becoming critical in mid-June ($t \approx 110$). With estimated tens of thousands of infected people still remaining in France and the arrival of summer, the excessive removal of contention rules that followed led to a slow but steady build-up of a second wave that would hit the nation hard (graph below) and claim tens of thousands of lives. Control of the epidemic was regained in the last six weeks of 2020 but deteriorated towards the end, with 1.5% of the population estimated to be infectious on 12/31/2020.
Example 4: Time evolution of Covid-19 in Italy since 02/22/2020, the date of 79 total cases reported ($t = 0$). Containment measures began fifteen days later, with a strict eight-week national lockdown imposed on 03/10/2020 ($t = 17$). The strong intervention, embraced by the population and maintained for the whole period, succeeded in reducing $R_t$ continually down to a safe value of 0.80 on 05/18/2020 ($t = 86$), when some of the containment rules began being relaxed (yellow band). The descent continued for nineteen days, reaching a bottom value of 0.77 on 06/06/2020 ($t = 105$). After this, a steady and very slow increase set in leading to the final value of 0.82 ($t = 120$).

The rising trend of $R_t$ near the end of the period above continued to hold during the summer, increasing $R_t$ to a peak value of 1.45 in late August (graph below). A second and higher peak of 1.7 was reached after mid-October, when the effects of a second wave to hit Italy were clearly visible (blue curve below). Reintroduction of intervention measures managed to bring the epidemic under some control in December, with $R_t = 0.93$ on 12/31/2020 but again on the rise. Assuming a standard underreporting factor $f_c = 5$, the year closed with an estimated infectious population of 1.2 million people in the country. With such critical situation, very careful attention continues to be required.
Example 5: Time evolution of Covid-19 in Mexico since 03/18/2020, the date of 93 total cases reported \((t = 0)\). After containment measures began on 03/22/2020 \((t = 4)\), the value of \(R_t\) continually decreased to 1.20 (green band), when restrictions began to be relaxed on 06/01/2020 (yellow band). Relaxation measures have apparently not changed the behavior of \(R_t\) afterwards, but reaching a state of control still looks a few weeks away. Similarly to Argentina and Brazil, the flexibilization started before the country had properly entered the safe zone \(R_t < 1\).

Following this, the \(R_t\) values continued their descent, finally reaching slightly under 1 after 7 weeks, with little change in the next 10 weeks or so. This accounted for the long plateau observed for the number of infected people (blue curve below) and other similar quantities, locked from significant variation in this relatively steady period where \(R_t \approx 1\). This delicate equilibrium lasted until late November \((t = 250)\), when the country was hit by a new infection surge. This led to new intervention measures imposed in mid-December.

Assuming an underreporting factor \(f_c = 5\), as in the other examples discussed here, our SEIR code obtained the curve \(e + i\) (total infected population at time \(t\)) shown below, having significantly lower values in the last few months of 2020 than those observed for the other countries. With little evidence of superior covid control strategies applied there, this is suggestive of higher underreporting levels under practice in Mexico.
**Example 6:** Time evolution of Covid-19 in Spain since 03/01/2020, the date of 84 total cases reported ($t = 0$). After containment measures began on 03/13/2020 ($t = 12$), the value of $R_t$ continually decreased to 0.89 on 05/11/2020 ($t = 71$), when restrictions began to be relaxed (yellow band). A minimum value of 0.74 was finally reached on 06/07/2020 ($t = 98$), after which a slow, steady increase set in towards the present value of 0.81 ($t = 112$), in much the same way as Italy.

This trend continued for six weeks more until a maximum value $R_t = 1.55$ was reached in mid-July. With an average summer value of about 1.25, superior to the other countries in the continent like France (1.19), Italy (1.09) and UK (1.04), Spain was the first European nation to experience a second infection wave, already visible in mid-July (graph below). This wave extended for the rest of the year and claimed more than 20 thousand lives. With poor coordination among central and local authorities and plenty of political tension in the country, new infections remained on the rise for 4 months, with 2.5% of the population estimated as actively infected in mid-November. New intervention measures were imposed in October, including mobility restrictions and partial lockdown in some areas, which faced considerable resistance. As the year closed, disease control was being lost ($R_t \approx 1.05$ and rising), with 1.25% of the population estimated to be infectious by our code.
Example 7: Time evolution of Covid-19 in the UK since 03/04/2020, the date of 87 total cases reported \((t = 0)\). After containment measures began relatively late on 03/20/2020 \((t = 16)\), including strict national lockdown and other rules three days later, the value of \(R_t\) continually decreased to 0.98 on 05/13/2020 \((t = 70)\), when restrictions began to be relaxed, and then further down to 0.86 nineteen days later, when the lockdown was removed (yellow band). Despite successfully bringing the epidemic under control, the number of reported cases and deaths was very high due to the initial delay in taking intervention action.

Two weeks later, however, the excessive relaxation of contention measures took its toll and let reproductive ratios start increasing again on July 7. From August to the end of 2020 and further on into the new year, covid control was never really regained \((R_t > 1)\), with a second wave becoming visible in mid-September already — in the last three weeks the infectious population triplicated and continued to rise ever faster. The reality of the new wave was officially acknowledged on 07/18 and intervention rules were reintroduced, including a 4-week partial lockdown beginning on 11/05 \((t = 245)\). On its release \((t = 273)\), the weekly ratio \(R_t\) had reached below 1 \((R_t = 0.92)\), but immediately resumed increasing and left the control zone \((R_t < 1)\) ten days later. On 12/31/2020 \((t = 301)\), an estimated 2.8% of the population was infectious, with \(R_t = 1.25\) and still rising.
Example 8: Time evolution of Covid-19 in the US since 03/02/2020, the date of 100 total cases reported \((t = 0)\). After containment measures began on 03/15/2020 \((t = 13)\), \(R_t\) successfully decreased continually to 0.97 on 05/15/2020 \((t = 74)\), when restrictions began to be relaxed, and then slightly down to 0.96 on 05/27/2020 \((t = 86)\), followed by a slow and steady increase to the present value of 1.08 (yellow band). With a poor coordination between central and local authorities in the beginning of the epidemic, the country suffered a high mortality rate (0.0376\%) and number of infections (almost 2.5 million cases reported). As of 06/24/2020, the United States have not succeeded in bringing the epidemic under nationwide control. A second peak (“second wave”) in the size of the active infected population is now clear to happen sometime in the future, as indicated by the curve of \(I_0(t)\).

This second peak in the infectious population happened six weeks later on 08/07/2020 \((t = 158)\), with an estimated 1.2\% of the American people then transmitting the disease. \(R_t\) values soared to 1.22 in the beginning of July and stayed above 1 for half of the Summer. Intervention measures regained some control of the epidemic for a while, managing to bring the wave down and reducing \(R_t\) to values slightly below 1. After 09/28/2020 \((t = 210)\), the epidemic was back to expanding \((R_t > 1)\). This continued through the rest of the year and into 2021, with 3.7\% of the population estimated to be infectious on 12/31/2020.
5. Herd Immunity for Covid-19

In this section we use our SEIR model and code to estimate immunization levels in a population that would likely prevent a Covid-19 outbreak to happen. Since the answer is strongly dependent on the transmission rates that would be observed, two distinct scenarios are considered: the case of an unsuspecting population caught off guard against the disease, and a wary population that remains somewhat on guard. Whether or not an outbreak will happen can be answered by examining the values of reproduction numbers associated with the infected population. A convenient choice is given by (3.2b), that is, the infected reproductive ratio

\[ R_t = \frac{\beta \cdot S/N}{r + \gamma} \]  

(obtained by adding the equations (1.1b) and (1.1c) above), where \( \gamma \) is given in (1.2) and \( \beta, r \) are computed as explained in Section 2. Assuming that a fraction \( p \) of the population has been immunized, so that \( S/N = 1 - p \), the condition \( R_t < 1 \) becomes

\[ p > \hat{p} := 1 - \frac{1}{R_t}; \quad R_t = \frac{\beta}{r + \gamma} \]  

(5.2)

(see e.g. [15], p. 217) and it only remains to decide on the appropriate values of \( R_t \).

(i) the case of an unsuspecting population caught off guard: 85% < \( \hat{p} \) < 90%

That is, the population is not aware of the presence of any infected individuals, and contention or hygienic measures are not being observed. This was the case, for example, of the countries above in the first weeks of their 2020 covid-19 outbreak. We can then obtain the \( R_t \) values needed to compute \( \hat{p} \) by looking at what happened there in the days before the application of intervention measures (Figure 9 below). This gives the numerical ranges of \( R_t \) and \( \hat{p} = 1 - 1/R_t \) shown in the next table, which indicate that 85% < \( \hat{p} \) < 90%.

<table>
<thead>
<tr>
<th>country</th>
<th>( R_t ) range</th>
<th>( \hat{p} ) range</th>
</tr>
</thead>
<tbody>
<tr>
<td>France</td>
<td>6.67 &lt; ( R_t ) &lt; 9.63</td>
<td>85.0% &lt; ( \hat{p} ) &lt; 89.7%</td>
</tr>
<tr>
<td>Italy</td>
<td>6.46 &lt; ( R_t ) &lt; 8.38</td>
<td>84.5% &lt; ( \hat{p} ) &lt; 88.1%</td>
</tr>
<tr>
<td>Spain</td>
<td>6.07 &lt; ( R_t ) &lt; 9.02</td>
<td>83.5% &lt; ( \hat{p} ) &lt; 89.0%</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>6.64 &lt; ( R_t ) &lt; 9.00</td>
<td>84.9% &lt; ( \hat{p} ) &lt; 88.9%</td>
</tr>
</tbody>
</table>
Fig. 9: Time history of the reproductive ratios $R_t$ defined by (5.2) in France and Italy (top) and in Spain and UK (bottom) in the first weeks about the day when intervention measures were applied ($t = 0$). The dashed parts came from the initialization phase of the algorithm before self-correction set in (Section 2) and were disregarded.

(ii) the case of a wary population observing basic measures: $40\% < \hat{p} < 60\%$

By basic measures we mean simple hygienic procedures like washing hands and wearing masks, and perhaps some light social distancing if possible, observed by the majority of the population. Estimates for $R_t$ in this situation can be obtained by looking at what happened to this indicator in various countries after the initial
contention measures have been relaxed or even removed and searching for the maximum values in this period (Figure 10). In the cases below, for example, this gives $R_t < 2.19$ ($\hat{p} < 54.4\%$) for Argentina, $R_t < 1.74$ ($\hat{p} < 42.6\%$) for Brazil, $R_t < 2.39$ ($\hat{p} < 58.2\%$) for Mexico and France, $R_t < 2.51$ ($\hat{p} < 60.2\%$) for UK, and $R_t < 2.20$ ($\hat{p} < 54.6\%$) for US, suggesting 40% $< \hat{p} < 60\%$ in general. This interval is consistent with the values obtained for other regions, but, as $\hat{p}$ reflects the particular attitude — which may vary significantly — of a population with regard to uncertain threat, larger values are possible: for example, we found $R_t < 2.98$ ($\hat{p} < 66.5\%$) for Spain and $R_t < 3.42$ ($\hat{p} < 70.8\%$) for Italy, so that a case-by-case analysis is recommended.

Fig. 10: Time evolution of $R_t$ in 2020 for six countries since 90 days after the first intervention. The values 1.25, 1.67 and 2.5 (dashed lines) correspond to $\hat{p} = 20\%$, 40% and 60%.
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