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Low cost high intensity LED illumination device for high uniformity laboratory purposes
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Abstract: Uniform illumination is a key requirement in different research fields. However, this requirement is often difficult to achieve when high intensity is required at the same time. Recent advancements in LED lamps allow nowadays for compact and economical solutions. In this work we present a suitable solution for various laboratory purposes requiring stable, uniform and high intensity illumination. The system is composed of four identical high power white LED arrays of 30 mm diameter each, placed on a supporting and cooling structure having a minimum volume of 26 cm x 26 cm x 8 cm. A numerical model has been developed, based on a ray tracing software, in order to simulate the performances. These have then been experimentally validated with measurements of the power density map, carried out with a 1% uncertainty pyranometer. Data show that the built system is very stable over time and provides an illumination uniformity higher than 98%, on a surface of 50 mm radius, which reduces to 95% on a surface of 75 mm radius. The power density can be adjusted in the 390-1360 W m⁻² range, not affecting uniformity.

Keywords: high power illumination; compact device; solar thermal simulator; light uniformity; low cost LED system

1. Introduction

Uniform illumination is a key requirement in several civil and industrial applications as well as in different research fields. Typically, it is obtained by multiple artificial lamps with an appropriate geometrical configuration, which in turn strongly depends on the required illuminating power density, energy efficiency and footprint constraints. The Light Emitting Diodes (LED) have represented a turning point in almost all applications where the light quality and energy saving was an issue, such as office or road illumination, where the quality is strongly correlated to the human eye comfort [1] and where there is also a particular attention toward the energy consumption [2]. Moreover, LEDs have had a strong impact also in several laboratory activities such as photo-chemical reactions, where uniformity, time stability and tunable intensity are imperative features to characterize a photo-reactive process [3]. In order to achieve the desired control over the photo reaction, transparent microfluidic channels are adopted. This kind of microreactor needs to be illuminated by a temporally stable and uniform light, so that the size of the illuminated area determines the number of channels that could be involved [4]. Recently, small LEDs placed on the top of the microfluid channels have also been developed to reduce energy consumption [5] and the correlation between the light intensity and the chemical reaction has been studied [6], pointing out the important role of light uniformity for this kind of applications. Photodynamic inactivation of bacteria has also benefit of high power LED illumination [7,8] and, in both cases, good uniformity...
was achieved by using lens placed on top of planar led array on a small area of few cm².

Another research field that has profit of LEDs is the photo-lithography [9], where high intensity 5x5 UV-LED arrays was combined with collimating lens: a uniformity of about 90% was obtained on an area of few cm² by putting the array in rotation [10] and a rotating substrate allows to obtain 3D figures. Also in the machine vision field [11], new LED based solutions have recently been developed to improve the contrast between 2D samples and the background [12], or the detection of tiny part [13]. LEDs and LED arrays have also been used in vein detection [14] and other biomedical applications [15].

For solar panel testing, both photovoltaic and thermal [16–19], high intensity is an additional requirement. The sample has to be illuminated with a controlled and uniform power density as high as the 1000 W m⁻² as provided by the Sun. In such a way, the electric or thermal output of the sample can be directly compared to the light input for efficiency measurements. Classes of solar simulators are defined according to international standard [20], taking into account 3 parameters: non-uniformity, spectral match and temporal instability. For a Class A, solar simulator non-uniformity and temporal instability should be less the 2%, (less than 5% for class B and less than 10% for class C) [20]. Moreover, in photovoltaic cells the conversion efficiency is spectrally dependent and different lamps are used to reproduce the Sun spectrum: metal halide lamps [19,21], high pressure xenon discharge bulb [22] or LEDs [23]. A combination of different light sources, such as LEDs and halogen or quartz lamp, can be operated together to be cost effective [17]. Most effort in this field has been devoted to the development of solar simulator to test photovoltaic devices [20]. The use of several LEDs, with different spectral emissions, was aimed to match the Sun spectrum. Typically, such solution requires a source area much larger than the illuminated one and it results in limited area of illumination and uniformity. Lopez-Fraguas et al. have recently presented a class A solar simulator based on LEDs, but the uniform area was limited to 1 cm² [24]. Also Al-Ahmad et al. [25] have developed a “large area” class A solar simulator (98% uniformity); however, the class A was limited to an area of 20 cm², when extending to an area of 32 cm² the uniformity reduces to Class B (95% uniformity).

However, when the device under test has a response with a small wavelength dependence, even unmatched sources can be effectively used. This is the case of solar thermal device whose light source, used as solar simulator, is usually arc lamp or metal halide lamp [26]. Recently, Moss et al. [16] have presented a solar simulator to test selective solar absorbers placed in a flat vacuum envelope without concentration. It is constituted of four quartz halogen bulbs inserted in a reflecting tube to increase uniformity and energy efficiency. The system presents a very good uniformity on a large area, however it is bulky, heavy and with a quite low energy efficiency. Moreover, the use of halogen quartz lamps produces a large fraction of IR radiation, outside the Sun spectrum, that is absorbed by the cover glass which is opaque above about 2.5 µm and it is responsible of an unwanted glass heating [16]. For this kind of applications, the adoption of high intensity white LED array can be very advantageous in term of unwanted IR radiation and system dimensions.

The illumination uniformity in most of the reported applications have been optimized using the analytical approaches [27] and several optimization methods have been developed [28–30]. Moreno et al. [31] analyzed linear, circular and square arrangements of small LED arrays finding analytically the maximum distance between two adjacent sources, still providing high uniformity on the illuminated surface. Other studies propose the use of lenses to obtain the required uniformity, minimizing the number of LEDs [32]. However, when the reflections have to be taken into account, as it is the case in [16], a ray optic approach has to be preferred.

The main objective of the work was to develop a cheap and compact class A solar thermal simulator on an area of at least 100 cm² and a class B on an area of at least 200 cm². The proposed solution consists of four high power white LED arrays arranged in compact layout to be broadly applicable as multi-purposes workbench laboratory facility. The main application of the system is the measurement of absorptance and emittance in selective solar absorbers [33–36]. As described in the work [37], the observed difference in solar absorptance between optical and calorimetric measurements was due to a not perfect calibration of the adopted illumination system. To achieve
reliable absorptance values, the light intensity impinging on the surface must be uniform and well calibrated. To take into account the reflection of the supporting structure, the system optimization has been obtained by numerical simulations with a ray tracing software. The presented system is also easily scalable to illuminate much larger area increasing the number of LED arrays and it has been used as calibrated radiation source for measurement of solar collector thermal efficiency.

2. Design of an artificial light source system

LED is a very powerful artificial light source with high electric-to-light conversion efficiency and low production cost. One of the main drawbacks of artificial lights, including LEDs, is the non-uniformity of light power density on the illuminated surface. In fact, LEDs can be considered Lambertian emitters, thus the angular distribution of emitted light follows a cosine law with viewing angle \( \theta \), eq. 1.

\[
E(r, \theta) = E_0(r) \cos^m \theta
\]

where \( r \) is the distance from the source, \( E_0(r) \) is the corresponding irradiance on the axis and \( m \) is equal to 1 for Lambertian sources [38].

Uniformity can be defined by several dimensionless parameters and each field of application requires the appropriate one [1]. These parameters typically depend on \( E_{\text{max}} \) and \( E_{\text{min}} \) which are the maximum and the minimum of the irradiance \( E = E(r, \phi) \) calculated on the illuminated surface. The most used indicators for uniformity and non-uniformity, eqs. 2 and 3 respectively, are:

\[
\xi = \frac{E_{\text{min}}}{E_{\text{max}}}
\]

\[
\Delta E = \frac{E_{\text{max}} - E_{\text{min}}}{E_{\text{mean}}}
\]

where

\[
E_{\text{mean}}(R) = \frac{\int_{2\pi} \int_0^R E(r, \phi) \, dr \, d\phi}{\pi R^2}
\]

is the mean surface irradiance \( E_{\text{mean}} \) or mean power density.

In this study, we investigated the performances of LED emitters by means of numerical and experimental analysis. The main goal of this study is to obtain a compact and cheap solar simulator for thermal application with class A uniformity. We started to analyze the single LED array, then the three LED arrays configuration (arranged along the vertices of an equilateral triangle) and finally we focused on the four LED arrays setting. The last architecture has been also experimentally investigated, since it is able to provide the demanded uniformity.

In the experimental apparatus, the LED arrays are symmetrically disposed at the corners of a square, which is parallel to the illuminated surface, see fig. 1(c). Each single emitter is realized by an integrated LED array (CXA 3590 from Cree [39]), resulting in a 30 mm diameter lamp (see figure 1(b)) with a Lambertian light emission distribution represented in fig. 1(a). For this layout the pitch distance (P), i.e. the distance between two adjacent LED arrays’ centers, and the LED-to-surface (LS) distance are the two parameters to be considered in order to maximize uniformity on the illuminated surface (in our case 200 mm x 200 mm).

3. Numerical model

The origin of the coordinate system is at the center of the illuminated surface, which in turn is on the x-y plane (LS=0), whereas the LEDs are placed on a parallel plane at a positive distance LS along the z axis, see fig. 1(c).
Figure 1. The four-LEDs system features. (a) Angular distribution of the relative luminosity for a single array as reported by the manufacturer, for a single lamp (top view); (b) Picture of multi-die integrated LED array forming a light blue squares are the typical and maximum illuminated surface respectively, black dots represent the positions where light power density is measured with a secondary standard pyranometer; (d) colormap of power density light emission of the LED array as reproduced in the ray tracing software by arranging together 37 single Lambertian emitters.

Each LED array is reproduced with 37 punctual Lambertian sources equally spaced in a circle of 30 mm diameter, as shown in figure 1(d). Every single source numerically emits 30,000 rays (distributed according to the cosine law, eq.1) or 1.5 rays/sq. deg (about 5 rays/msr) on average.

Using a numerical model implemented with the ray tracing module in Comsol Multiphysics, we estimated the device performances in terms of uniformity and mean power density on the illuminated surface. To optimize, we then performed several numerical simulations varying P and LS.

In fig. 2, the simulated irradiance maps and iso-power density lines are reported for three different LED arrays configurations and referred to Class A, Class B and Class C uniformity. Fig. 2(a) refers to a single LED array centered at (0,0) at an LS distance equal to 150 mm, showing the intrinsic non-uniformity of the LED array emission reaching the Class A uniformity only on few cm². In fig. 2(b) the simulated irradiance of the best configuration for three LED arrays arrangement (distributed at the corners of an equilateral triangle of side P) is shown with LS = 150 mm and P = 150 mm. Respect to the single LED array, there is a sensible improvement in terms of achievable power density and size of the high uniformity zone. However, such triangular light pattern provides the required uniformity only on an area of about 16 cm². Fig. 2(c) reports the irradiance map of the optimal four LED arrays configuration (with a LS = 150 mm and P = 160 mm). We observe the Class A uniformity in a central zone having an area of about 120 cm², whereas the Class B is extended on an area of about 250 cm². Outside such area, the power density rapidly decreases reaching a minimum in correspondence of the blue areas, however Class C is obtained on almost all 400 cm² investigated. It is worth noting that the four power density peak positions do not match those of the LED arrays (each is slightly shifted towards the center along the diagonals) and that the power density value is higher than in the single array case, due to the superposition effect. With each array emitting 43 W of light power, the whole four LED configuration provides the typical power density required for solar testing, i.e. 1000 W m⁻².

Since the results derived from the last configuration satisfy our requirement, additional LED arrays...
architectures have not been investigated.

### 3.1. Uniformity analysis and optimization

A series of numerical simulation are carried out varying P and LS parameters to assess the illumination uniformity. The latter is defined in terms of \( \Delta E \) parameter, see eq. 3, on circular areas of radius R. The P value is limited to 160 mm because the whole illumination system is required to have 370 mm x 370 mm x 700 mm overall dimensions, due to our laboratory constraints. For the same reason, the LS value is limited to 300 mm. Some results obtained in the case of single LED and three LEDs are illustrated in Fig. 3a). Due to the circular symmetry chosen, the results reported in figure 3 are perfectly correlated to figure 2 only in the case of single led, whereas tend to underestimate the area of uniformity.

**Figure 2.** The simulated power density colormaps and iso-power density lines (Black for 0.98 and 0.9, dashed blue for 0.95) on the illuminated 200 mm x 200 mm surface with each LED array emitting 43 W of light power. (a) Single LED array placed at (0, 0) mm, LS =150 mm: power density is maximum at the array center and has a steep decrease; (b) Three LED arrays with P = 160 mm and LS = 150 mm: such architecture improves power density and uniformity without satisfy our requirements; (c) Four LED arrays with P = 160 mm and LS = 150 mm: the maxima are slightly displaced in respect to the arrays center by the superposition effect and uniformity dramatically increases. The line of 90% uniformity is present only in the four corners of the color map.

**Figure 3b)** shows the results obtained in the four LED arrays configuration. The maximum uniformity is found for P = 160 mm and LS = 150 mm, with a \( \Delta E \) of just 2% and 5% on an illuminated area of 50 mm and 75 mm radius respectively. Varying LS in between 140 and 160 mm,
still provides high uniformity with \( \Delta E \) respectively below 3% and 5%. A 20 mm smaller pitch distance (\( P = 140 \text{ mm} \)) is required to observe a variation, at least for larger radii.

![Figure 3](image)

**Figure 3.** Variation of non-uniformity parameter (and its complement in the inset) for different P and LS values as a function of the radius of the illuminated surface. a) Single LED array and equilateral triangle configuration. b) Four LED arrays on corners of a square. In both figures the inset shows details of the high uniformity zone.

Such results indicate that a slight variation of P or LS from the previous optimal values of 160 mm and 150 mm, respectively, does not severely affect uniformity, particularly when samples smaller than 75 mm radius are illuminated. This greatly simplify the experimental set-up fabrication where millimetric assembly accuracy is enough to maintain the required performances.

### 3.2. Power density analysis and optimization

The mean power density is also computed as function of the illuminated area radius for different LS values (\( P = 160 \text{ mm} \)). It varies from 26% to 20% of the total emitted power, for LS of 130 mm and 170 mm respectively. This reduction effect can be roughly estimated at 0.3% per millimeter (100 W for 30 mm), as shown in fig. 4(a). Proper knowledge of power density derivative along the radial direction can also be useful to quantify errors related to sample positioning. For all the geometrical configurations previously analyzed and for a sample mis-positioning of few millimeters, we found a variation that would reflect in a total mean power density error below 1%, see fig. 4(b).

![Figure 4](image)

**Figure 4.** a) The mean value of irradiance, \( E_{\text{mean}} \), on the illuminated surface for different LS values (\( P = 160 \text{ mm} \)). The light power emitted by each LED array is 43 W. b) Mean power density derivative along radial direction as a function of the radius of the illuminated surface.
It is worth mentioning that the amount of light power that reaches the illuminated surface is only a fraction of the total emitted by the four LED arrays. Such light loss, mainly spilling from the sides, might make the workroom less comfortable and should be reduced. For this reason, the experimental apparatus has been equipped with black screens to optically isolate the illumination chamber. These screens have been experimentally characterized by means of reflectivity measurements performed with an Integrating Sphere coupled to an Optical Spectrum Analyzer. Results report high absorbance in the visible spectrum, more than 96%. Ray tracing simulations confirm that the amount of the light reflected by the black screens and/or by the supporting structure and then projected towards the 200 mm × 200 mm target surface is much less than 1% in terms of power density. The reflected light is mainly directed to the frame area, i.e. the area that fill the gap between the 200 mm × 200 mm targeted surface and 260 mm × 260 mm area confined by the black screens.

4. Experimental apparatus and results

In fig. 5(a) the adopted LED lamp structure is reported: it consists of four LED arrays mounted on six rectangular stainless steel bars assembled using bolts and nuts; slots in the bars allow to adjust the pitch distance P; the whole lamp has dimension of 26 cm × 26 cm × 8 cm. The LED lamp is mounted in a supporting structure containing all the control electronics as shown in the picture reported in Fig. 5(b). The guides in the support pillars allow to accommodate samples with different heights and to easily adjust the LS distance according to measurement requirements. The whole system (including the control electronics) fits in a volume of 70 cm × 37 cm × 37 cm, therefore representing a suitable workbench solution for laboratory activities.

The four white high power LED arrays CREE CXA3590 were from the same fabrication lot assuring a 1% uniformity of relevant parameters [39]. Each LED array is powered by its own LED driver ELG-200-C1750 from Mean Well [40] and the light output can be controlled by an external 0-10 V DC voltage acting as dimmer. The whole LED system is controlled by a combination of a custom PCB board, a National Instruments (NI) USB-6008/6009 OEM device [41] and a LabView software. The dimmers of the four LED drivers are controlled by analog outputs of the USB NI board. Because the NI board is equipped with just two analog outputs, one output controls two LED drivers. Also, these outputs range from 0 to +5V, while the dimmer requires 0 V to +10 V for dimming and therefore voltage doubler circuits are provided on the custom PCB board. The four voltage doubler circuits can be fine regulated by means of trimmers. This feature is used to equalize light output by placing a pyranometer directly under the four individual LED arrays.

![Figure 5](https://example.com/figure5.png)

**Figure 5.** a) The LED lamp is composed of four identical LED arrays, symmetrically arranged with a pitch distance of 160 mm, which can be modified by screw slots. b) The supporting structure is designed to accommodate the electronic control and to make the LS distance tunable via the T-Slot in the aluminum frame.
LED arrays are turned on and off using two digital outputs of the NI board, driving solid state relays of appropriate power rating. Again, one digital output controls two LED drivers simultaneously. LED array temperatures are monitored with a K-type thermocouple attached to the chip socket and readings performed using a precision thermocouple amplifier with cold junction compensation [42], connected to an analog input channel of the NI Board.

The luminous flux emitted by the LED arrays strongly depends on the LED temperature [39]. We therefore mounted each LED array chip on a modified CPU cooler of double power rating [43]. Such solution allows to keep the LED temperature stable during operation at values below 75 °C for any applied bias voltages.

In order to optically seal the illuminating chamber, black shields are disposed around the illuminated surface, fig. 5(b). This solution provides a dual advantage: first, the illuminated surface is shielded against any external light source; second, the light emitted by the system is confined within, keeping the workroom more comfortable.

![LED array light output stability. (a) Evolution of light power density with time: the gray box indicates 1% range of uncertainty around the steady state level. The inset shows the inverse correlation between emitted power and LED operating temperature. (b) Steady state power density and operating temperature as a function of control voltage (error bars are within the size of the data marker).](image)

The experimental characterization of the LED array assembly has been conducted by using a secondary standard pyranometer (CMP11 from Kipp & Zonen [44]) with 1% precision and a response time of less than 5 s. Firstly, a time-stability test has been conducted, see fig. 6(a): the pyranometer is placed directly under the LED array at a distance of 140 mm with a control voltage of 6.5 V and the power density is read out together with the LED array temperature. After 30 min of illumination, the measured power density becomes stable in time within the uncertainty of the pyranometer. In particular, the inset of fig. 6(a) reveals that the reduction of power output with time can be directly linked to the thermal stabilization of the LED source. The behavior reported in figure fig. 6(a) is identical for the four LEDs and the stabilized power density provided by each LED array is identical within 1% make the LED lamp a class A in term of temporal instability Secondly, a series of linearity measurements, varying the control voltage from 2 V to 10 V, were carried out. Also in this case, stable power output is reached 30 min after switching on the LED arrays, while power density and temperature values depend from the control voltage as reported in fig. 6(b). Power density level can be varied from 390 W m⁻² up to 1360 W m⁻², with almost perfect linearity, making the device suitable for both low and high intensity applications.

An illumination map has been measured for a fixed pitch of 160 mm for several LS distances and control voltages. The black dots in fig. 1(c) represent the pyranometer measurement positions: 96 points radially disposed on the maximum 200 mm x 200 mm illuminated surface with a step of 10 mm. Radial mapping is preferred, since power density peaks and valleys are expected to be along diagonals and symmetry lines, see Fig. 1(c) and Fig. 2(b). The experimental results obtained for a control voltage of 6.5 V and a LS distance of 130, 140 and 150 mm are summarized in fig. 7(a) and compared to the corresponding numerical simulation. Each experimental point is obtained by
averaging the eight experimental data acquired at the same radial distance from the center (the error bars represent 1% uncertainty from the pyranometer calibration). A very good accordance is found, proving that the numerical model is reliable and properly validated. Similar results are found also when analyzing the power density along the midlines and the diagonals as shown in Fig. 7(b) for $P=160$ mm and $LS=150$ mm. A maximum deviation of 1% is also found for other voltages and LS distances confirming the quality of our experimental set-up.

![Power density average and simulation result](image)

**Figure 7.** a) Power density average on 8 points measured at each reported radius (dots) and simulation result in the same points (lines). b) Comparison between simulated and experimental results along symmetry and diagonal lines. In a) and b) the measured point error bars refer to 1% pyranometer uncertainty.

5. **Conclusion**

Several research fields and numerous laboratory activities require an artificial light source of high intensity and high uniformity. Low cost commercial devices offer uniformity of the order of 95% or less, while higher uniformity is reached only with more expensive solution (including mirrors and lenses). In this paper we have presented a compact and low-cost LED lamp providing higher than 95% uniformity when illuminating an area up to 200cm$^2$ with a power density in excess of 1000 Wm$^{-2}$. It consists of an actively cooled square arrangement of four high power white LED arrays illuminating a maximum of surface 200 mm x 200 mm and having a volume of 260 mm x 260 mm x 80 mm. The control electronic has been custom developed for individual fine-tuning of each LED array light output. A LabVIEW program allows controlling and monitoring the system. The LED lamp has been mounted in a supporting structure to experimentally validate the ray tracing simulations. Suitable guides in the support pillars allow to easily adjust the distance between the light source and the illuminated surface to satisfy different measurement requirements. The system has been used to characterize the efficiency of selective solar absorber [45].
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